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ABOUT THE EVENT

Smart Cities are the result of the increasingly urgent need to orient our lives towards sustainability. Infrastructure,
innovation and technology for cities can be developed to minimize the environmental impact but still to foster life
quality of citizens.

The Ibero-American Conference on Smart Cities (ICSC-CITIES) is a discussion forum that aims to create synergies
among different research groups to promote the development of Smart Cities, and contribute to their knowledge
and integration in different scenarios. The conference is held yearly since 2018 and is sponsored by the Ibero-
American Program of Science and Technology for Development (CYTED). The two previous editions, i.e., 2018
and 2019, were celebrated in Soria, Spain.

The Third Ibero-American Conference on Smart Cities (ICSC-CITIES 2020) was hosted by the Costa Rica Institute
of Technology from November 9th to 11th 2020 on-line. Fifty-nine technical presentations given by researchers
from 12 different countries were presented during the ICSC-CITIES 2020. The aforementioned presentations were
divided in four topics, i.e., Governance and Citizenship, Mobility and IoT, Infrastructures, Energy and the
Environment and Energy Efficiency. Those contributions were selected from a pool of 99 submitted papers, yielding
an acceptance rate of 60%.

ICSC-CITIES 2020 program also included the participation of government representatives from several American
countries. More specifically, two panel discussion sessions were held. The first one was related to the role of
national governments in the development of smart and sustainable cities. In this panel participated the First Lady
of Costa Rica, Architect Claudia Dobles, the Minister of Science and Technology of Costa Rica, Dr. Paola Vega
and the Vice minister of Digital Transformation of Colombia, Engineer German Rueda. A second discussion panel
was held which was related to the role of local governments in the development of smart and sustainable cities. In
this panel participated the former major of Quito, Ecuador, Mauricio Rodas, the first alderman of the City of
Guatemala, Carlos Soberanis and the Director of Corporate Strategy of City of Vancouver, Canada, Bryan Buggley.

ICSC-CITIES 2020 was organized by the Costa Rica Institute of Technology with the collaboration of the Colegio
Federado de Ingenieros y Arquitectos, Costa Rica, the University of Valladolid, Spain, Universidad de la
Republica, Uruguay and the Polyvtechnic Institute of Braganca, Portugal.

COMMITTEE

The organizing committee of the Third Ibero-American Conference on Smart Cities was comprised by the following
people:

Dr. Luis Hernandez-Callejo, Universidad de Valladolid, Spain, general co-chair and publication co-chair.
Dr. Sergio Nesmachnow, Universidad de la Republica, Uruguay, general co-chair and publication co-chair.
Dr. Carlos Meza, Instituto Tecnoldgico de Costa Rica, Costa Rica, local chair and program chair.

Dr. Angela Ferreira, Instituto Politécnico de Braganga, organizing committee

Dr. Vicente Leite, Instituto Politécnico de Braganga, organizing committee

Ing. Carlos Mauricio Segura, Instituto Tecnoldgico de Costa Rica, organizing committee

Ing. José Alberto Diaz, Instituto Tecnoldgico de Costa Rica, organizing committee

Ms. Grettel Moya, Instituto Tecnologico de Costa Rica , organizing committee
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PROGRAM

ICSC-CITIES 2020 took place simultaneously in more than 12 countries throughout Latin America, Spain and
Portugal. To facilitate the attendance of students, researchers and professionals from these countries, the event was
schedule in such a way that it was in a suitable period of the day for everyone. The conference program is shown
below at the local time of the hosting institution (UTC-6).

Monday, November 9th

Hour

(UTC-6) Activity Speakers
Carlos Meza Benavides Local Organizer
President
. . Federal Collegue of

8:00 a . Alejandra Morice Sandoval Engineers and Arquitects of
330 Inauguration Costa Rica

Luis Hernandez Callejo Coordinator CITIES Cyted

g q . , President, Costa Rica
Luis Paulino Méndez Badilla Tnstitute of Technology
Introductory words from the First Lady of Costa Rica Claudia Dobles Camargo

8:30a . . . . Dra. Paola Vega, Minister of Science and Technology .
10:00 | Panel discussion: Perspective of national Moderator: Dr. Luis

governments in the development of smart cities. Hernandez Callejo

Ing. German Camilo Rueda Jiménez, Vice minister of
Digital Transformation, Colombia

Public transportation and accessibility to education |R. Massobrio, S. Nesmachnow, E. Gomez, F. Sosa and
centers in Maldonado, Uruguay S.Hipogrosso

Reimaging the Book ... Again! A New Framework |H. Kolivand, E. C. Prakash, M.C. Lopez Leal, D.
for Smart Books Using Digital Twins Technology |Hernandez Céardenas, A. A. Navarro-Newball

Experimental Algorithmic Citizenship in the Policy
and Design Sandbox as an Alternative to Ethical
Frameworks and Governance-by-Design
Interventions

D. Reshef Kera

S1. Governance and
I. Martin Martin, G. Lopez Lopez, S. Gonzélez Jiménez, B. Citizenship
Corrieu.

Prototype system for remotely monitoring and
10:00 a | managing second-hand clothing collection
12:00 [containers

Moderator: Dr. Carlos Meza

Smart Fisheries, a key player in ocean J. Carvajal, H. Sanchez, J.C. Marti Benavides

sustainability and fair fish trade.

Smart city tools to evaluate healthy environments

(it iy 1. Lebrusan, J. Toutouh

J. Ponciano, M. Escamilla-Ambrosio, I. Pulido-Navarro, V.
Hernandez-Gutiérrez, A. Rodriguez-Mota, M.A. Moreno-
Ibarra.

V. de Almeida Guimaries, R. P. Correia Lima, M. de
Azevedo-Ferreira, P.H. Gonzalez.

Crowdsourcing and IoT Towards More Resilient
Flooding Prone Cities

Carbon regulation policies in transport: a review




Monday, November 9th

Zorita Lamdarid

How the construction parameters influence the thermal loads of a

building without internal gains

J.A. Diaz Angulo, S. Soutullo, E. Giancola, J.A.
Ferrer Tevar.

A methodology for the conversion of a network section with
generation sources, storage and loads into an electrical microgrid

based on Raspberry Pi and Home Assistant

O. Izquierdo-Monge, L. Hernandez Callejo, P. Pefia
Carro, O. Duque Pérez, A. Zorita Lamadrid, R.
Villafafila Robles.

A data acquisition pipeline for home energy management systems

1. Munné-Collado, A. Bové-Salat, D. Montensinos-
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A novel algorithm for high compression rates focalized on
electrical power quality signals

M. Ruiz, M. Jaramillo, S. Simani

Time .. q
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REMOURBAN: Evaluation results after the implementation of . .
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Valladolid (Spain) T T T )
Analysis of residential electricity consumption by areas in 7. Chavat. S. Nesmanchnow -
Uruguay ) T ..Energy
. . . O. Izquierdo-Monge, P. Pefia Carro, M. Martin Efﬁc1€.:ncy. qnd
12:00 a |Low-cost and real-time measurement system for electrical energy Martinez. L. Hernandez Calleio. O. Duque Pérez. A Sustainability
14:00 | measuring of a smart microgrid " 90, - g P

Moderator: Dr.
Vicente Leite

Tuesday, November 10th

Bryan Buggley, Director of Corporate Strategy, City of
Vancouver, Canada

Time .. q
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evaluation of impact on thermal comfort Callejo
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isaggregation of residential electricity consumption Efficiency and
08:00 a - 3 - Sustainability
10:00 Stl:ﬁyiind 1rr;p:r(l)\;emer;;togt\l;ei t;lecpleﬁci zf ;I;y(liirauhc 0. Izquierdo-Monge, P. Pefia-Carro, C. Barrera del Almo,
pumpIng system assoctate citon rydrautie L. Hernandez-Callejo, A. Zorita-Lamadrid, O. Duque-Perez | Moderador: Dra.
turbine in a smart microgrid A .
Angela Ferreira
A. Pérez-Romero, L. Hernandez-Callejo, S. Gallardo-
Photovoltaic cell defect classifier: a model comparison Saavedra, V. Alonso Gpomez, M.C. Alonso Garcia, H.F.
Mateo Romero
I-V tracers for PV panels, topologies and challenges: A J. I. Morales-Aragonés, L. Hernandez-Callejo, O. Duque-
Review Pérez, A. Zorita Lamadrid.
Embedded System for Hot Spots Characterization of J. Carvajal-Godinez, J. Fonseca Cruz, D. Picado, F. Soto, S3. Energy
Solar Panels C.E. Soto Efficiency and
. - - - Sustainability
08:00a | The effect of clearance height, albedo, tilt and azimuth
10:00 angle_ in bifacial PV energy estimation using different H. Sanchez, C. Meza, S. Dittmann Moderator:
algorithms Dra. Angela
Experimental comparison of visual inspection and Ferreira
infrared thermography for the detection of soling and L. Cardinale-Villalobos, C. Meza, L.D. Murillo
partial shading in photovoltaic arrays
Carlos Soberanis, first alderman of the City of Guatemala,
Gutaemala
10:00 a |Panel discussion: Perspective of local governments in the .. . . Moderator:
12:00 development of smart cities Mauricio Rodas, Former Major of Quito, Ecuador Dr. Ricardo Sancho




Tuesday, November 10th

Time . . q
(UTC-6) Activity Speakers Session
A Way to a Sustainable Universidad de Concepcion: Smart C. Ramirez-Rendon, I. Sanchez-Rangel, L. Garcia-
Parking Santander
Benefits of the integration of photovoltaic solar energy and M. Davila-Sacoto, L. Gonzalez, J. Espinoza, L.
electric mobility Hernandez-Callejo
The role of the electrical vehicle in sustainable supply chains: a |F.H. Amaro Verneque, P.H. Gonzalez, M. Alonso
review Martinez, V. Almeida Guimaraes.
£ comparative o qxploratory case sitid 7 o.f e C. Grande, T. Batista, C. Vazquez, L. Suarez, L. Navas,
SDI applied to sustainable mobility. Exploring trends and o ] .
. . . .. R. Ramirez-Pisco, R. Pérez
divergences of SDIs in Ibero-American cities
12:00 a . . . . H. Winter, J. Serra, S. Nesmachnow, A. Tchernykh, V. S4. Mobility
14:00 Computational intelligence for analysis of traffic data Shepal and ToT
Exact anq mt;taheurlstlc_ approach for bus timetable S. Nesmanchnow, J. Murafia, C. Risso.
synchronization to maximize transfers
Plataforma de Movilidad Compartida Metropolitana (PMCM).
Sistema tipo MaaS. Cérdoba, Argentina. Ciencia y tecnologia al [L. A. Giménez, C. J. Paz
servicio de los vecinos.
Development of IoT Services Applied to a Photovoltaic . .
Generation System Integrated with Vegetation WL il (G Okmp e, Hb CrfampEeain
Mapping the environmental criteria for facility location V. de Almeida Guimaraes, P.H. Gonzalez, L. Hernandez-
problems Callejo, G. Mattos Ribeiro
Wednesday, November 11th
LIV Activity Speaker Session
(UTC-6) Y
Human-Computer Interfaces for Smart Bus Stops as D. Gachet, V. M. Padron Napoles, J. L. E. Penelas, F.
Interconnected Public Spaces (IP-Spaces) elements in Smart [ Martin de Pablos, O. Garcia Pérez, R. Mufioz Gil, J. Garcia
Cities Gonzélez, S. Escorial Santa Marina.
Analysis of alternatives for the acceleration of a Hyperloop M. Lafoz, L. Garcia-Tabarés, J. Torres, D. Orient, D. Fons
system and G. Navarro.
Smart Mobility in Cities: GIS analysis of solar PV potential | M. Sanchez-Aparicio, S. Lagiiela, J.A. Martin-Jimenez, S.
for lighting in bus shelters in the city of Avila del Pozo, E. Gonzalez-Gonzalez and P. de Andrés Anaya.
08:00 Impact of the covid-19 pandemic on traffic congestion in J. Ortego Osa, R. Andara, L.M. Navas, C.L. Vasquez and R. S5. Mobility
1(’)‘002‘ Latin American cities: An updated five-month study Ramirez. and IoT
' Conditional Generative Adversarial Networks to Model
J. Toutouh

Urban Outdoor Air Pollution

Towards a sustainable mobility plan for Engineering Faculty,
Universidad de la Republica, Uruguay

S. Hipogrosso, S. Nesmachnow.

Performance assessment of the transport sustainability in the
European Union

S. B. Gruetzmacher, C. B. Vaz, A. P. Ferreira.

Designing IoT services in smart cities through game-based
knowledge acquisition

1. Garcia-Magarifio, J. J. Gémez-Sanz.




Wednesday, November 11th

Solid Oxide Fuel Cell Electric Vehicle: Cost Reduction Based
on Savings in Fixed Carbon by Sugarcane

D. Rodrigues de Moraes, V. de Almeida Guimaraes, L.
Hernandez-Callejo, B. de Noronha Gongalves, R. Arismel
Mancebo Boloy.

Battery Energy Storage System Dimensioning for Reducing
the Fixed Term of the Electricity Access Rate in Industrial
Consumptions

J. Néajera, M. Blanco, G. Navarro, M. Santos.

Sizing of Autonomous Microgrid Considering Life Cycle
Emissions

I. Jiménez Vargas, G. Osma Pinto and Juan M. Rey.

Methane emissions and energy density of reservoirs of
hydroelectric plants in Venezuela

R. Pérez, C. Véasquez, L. Suarez, R. Vasquez, William Osal,
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Time - q
(UTC-6) Activity Speaker Session
Integration of small wind turbines in a smart microgrid in a O. Izquierdo-Monge, L. Hernandez-Callejo, P. Pefia-Carro,
peri-urban environment C. Barrera del Amo, S. Soria Franco, G. Martin Jiménez.
Modeling of a Controlled Rectifier with Adaptive Control M. Aybar, M. Baldera Arvelo, L. Le6n Viltre, D. Mariano
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Detection of Wind System Faults using Analyze Current 18 s, I, 18 ot Calllgie, 15, Silimeme
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. . . M. E. Aybar Mejia, D. Mariano-Hernandez, E. A. Jiménez S6.
S(Ei(il};rgfgsﬁoé;)::g??)gﬁ?;iizztﬁz rﬁcéllli(étlon e Matos, A. I. Roa Arias, E. A. Geara Jimenez, G. Frias Infrqstmcture,
ption: P Lovera, E. Bido Cuello environment
10:00 a - - - - - and energy
12:00 |Innovative Smart Microgrid Integrating Pico-hydro Systems: .
g ) V. Leite
The Silk House Museum Moderator: Dr.
Economic optimization of photovoltaic generation system E. Alcover, R. Pujol-Nadal, V. Martinez-Moll, J. L. Rossell6 Sergio
with hydrogen storage and V. Canals. Nesmanchnow
INBAL Solar Photovoltaic Electricity Generation and J Escamllla: Ambrqsm, til Mora!es—Olea, 0. Esplnose}—Sosa,
. . M. A. Ramirez-Salinas, A. Rodriguez-Mota, L. Hernandez-
Consumption Reduction Programme :
Callejo
Optimization of the capacity of photovoltaic arrays and R. Lopez Meraz, L. Hernandez Callejo, L.O. Jamed-Boza,
modification of the geometry of a turbine-generator system to |J.A. Del Angel-Ramos, J.J. Marin-Hernandez, V. Alonso
minimize dependence on the electricity grid Gomez
Preliminary evaluation of different underground hydrogen C. Saez Blazquez, I. Martin Nieto, M. Angel Maté-
storage systems in Spain Gonzalez, A. Farfan Martin, D. Gonzalez-Aguilera.
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Technological architecture for synchrophasor measurement in [J. Molina-Castro, M. Alvarez-Alvarez, L. Buitrago-
power systems: an application for Colombia Arroyave, J. Zapata-Uribe. S7.
. X - Infrastructure,
New opportunities of Broadband Power Line N. Uribe-Perez, I. Fernandez, D. De La Vega, A. Llano, 1. environment
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14:00 and energy

Moderator: Dr.
Carlos Meza
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Public transportation and accessibility to
education centers in Maldonado, Uruguay

Renzo Massobrio, Sergio Nesmachnow, Emiliano Gémez,
Facundo Sosa, and Silvina Hipogrosso

Universidad de la Reptblica, Uruguay

Abstract. This article presents a study of public transportation and
accessibility to public services in Maldonado, Uruguay. Accessibility is a
crucial concept in nowadays smart cities, to guarantee a proper mobility,
citizen participation in social, economic, and cultural activities, and an
overall good quality of life. Several data sources are studied and processed
to characterize the accessibility provided by the public transportation
system of Maldonado to public services, specifically to education centers.
A matrix of travel times by public transportation is computed and used
to define a flexible accessibility indicator to reach destinations of inter-
est. Finally, an interactive visualization tool is developed to graphically
display the computed information. The accessibility indicator constitutes
an input for the decision-making of the transportation authorities of the
studied area, as well as it allows identifying potential inequity situations.

Keywords: smart cities, mobility, public transportation, accessibility,
public services

1 Introduction

The characterization of urban accessibility is an important tool to determine the
quality of transportation systems and their impact on the daily activities of cit-
izens [5]. Several recent researches have studied different aspects of accessibility,
e.g., regarding urban public facility spaces [13], urban planning 3], neighborhood
retail [I5], and other relevant issues.

Evaluating accessibility is a challenging task, even considering a simple defi-
nition of accessibility, related to the capability of reaching certain relevant des-
tinations in the city. The challenges are consequence of the plethora of theo-
retical concepts to be considered (including land utilization, universal access,
transportation modes, etc.), and also the lack of sound methodologies for em-
pirical evaluation. Thus, accessibility is often considered as a poorly understood
concept, which is not correctly evaluated, and rarely taken into account for
elaborating polices for urban development, transportation design and operation,
infrastructure investments, and other relevant actions for improving quality of
life. Overall, knowledge about accessibility is very useful for assisting policy-
makers and planners to evaluate different approaches to develop transportation
with a special focus on inequities and phenomena with high social impact.
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This article presents a characterization of public transportation and accessi-
bility to education centers in the metropolitan area of Maldonado, Uruguay. The
case study is an important urban conglomeration in the Southeast of Uruguay,
with more than 135.000 inhabitants. The proposed research focuses on public
transportation, as it is understood to be the most efficient, sustainable, and so-
cially fair transportation mode [4]. The distances and total travel times between
different zones by using public transportation are studied via a data analysis ap-
proach [I7] to identify areas with poor mobility provision that imply high travel
times, and therefore impose restrictions on territorial accessibility.

In order to quantify the provision of the transportation system in the Mal-
donado metropolitan area, a matrix of travel times between different areas of
the city is computed. Trips in different modes (walking, with a direct bus line,
and trips involving transfers) are considered. Then, geolocated data about public
services is used to compute the accessibility offered by the public transportation
system. As a case study, the accessibility to education centers is computed, as it
is a relevant public service for the Municipality of Maldonado. By incorporating
the scope of different mobility options, the proposed methodology advances on a
factor for the definition of indicators of inequity in intra-urban accessibility and
their subsequent use for support and decision-making on urban planning.

The main contributions of the reported research include: i) a matrix of travel
times on public transportation in the Maldonado metropolitan area, at the cen-
sus segment level; ii) an accessibility indicator by public transportation to ed-
ucation centers located in the studied area; and iii) a web visualization tool
that allows graphically displaying the accessibility indicator. The reported re-
sults are useful for transit and transportation authorities of the Municipality
of Maldonado, since they constitute an important input when defining public
policies, designing new transportation lines, or redesigning current ones in order
to serve identified areas as of poor accessibility.

The article is organized as follows. Section [2] reviews relevant concepts and
related works about accessibility and related initiatives in Uruguay. The pro-
posed data analysis approach and the case study are described in Section[3] The
implementation details are presented in Section [ including the calculation of
the matrix of travel times for public transportation and the accessibility indi-
cator to education centers. The results of the analysis are shown and discussed
in Section [5| along with a brief description of the web visualization tool. Finally,
Section [6] presents the main conclusions and lines for future work.

2 Accessibility and related works

Citizen participation in social, economic, and cultural activities requires people
to travel, sometimes long distances and involving long periods of time [§]. The
ability of individuals to overcome limitations imposed by distances and other
mobility-related difficulties is critical when actively participating in city life [2].
This measure of the ability of transportation systems to allow individuals to
overcome distances is known under the concept of accessibility.
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The term accessibility has been extensively studied in the literature, with
the first definitions emerging from the area of geographical studies more than
60 years ago [6]. Although the term is widely disseminated, there are multiple
(and complementary) definitions, which vary according to the area of study and
the point of view from which its quantification is proposed. Generally speaking,
accessibility can be defined as a measure of the effort (or ease) of overcoming
spatial separation. Specifically, accessibility seeks to measure the spatial distri-
bution of opportunities (e.g., jobs, study sites, hospitals) adjusted for people’s
ability or desire to overcome separation (e.g., distance, time, cost) to such oppor-
tunities. Within the classification established by Ingram [I4], this project focuses
on comprehensive accessibility, which contemplates the degree of interconnection
of a point or area with all the others on the same surface.

Several indicators have been proposed to measure the separation between
points/areas when evaluating accessibility, among them, travel time is one of
the most intuitive, as it is strongly related to the perception of users of a trans-
portation system. Lei and Church [I6] presented a review on the use of travel time
when quantifying the accessibility offered by public transportation systems. The
authors show that various works in the literature focus on the physical charac-
teristics offered by transportation systems (e.g., distance to the bus stop) rather
than focusing on travel time. Furthermore, within the works that do focus on
travel time, there are a number of assumptions that significantly affect the final
measure, including considering fixed waiting and transfer times or a constant
speed for vehicles. Salonen and Toivone [I9] presented a comparison of different
techniques for estimating travel times, both for private and public transport.
The authors evaluated different travel time estimation models on a case study
in the capital region of Finland. The results achieved show that those models
that incorporate a greater amount of information regarding the transportation
system are able to estimate travel times with greater precision, although the
differences between models were less in the downtown areas.

In Uruguay, some studies have addressed the issue of accessibility, particu-
larly using public transportation. Hansz [7] studied the disparity between public
transportation supply and transportation needs in Montevideo. The author de-
fined a public transportation provision index that combines the frequency of
buses and the number of stops in a given area. The provision offered by the
Montevideo public transportation system, measured according to this index, is
strongly biased towards the city center. Herndndez [9] studied inequities in access
to employment and educational opportunities between different social classes as
a consequence of the offer of public transport. This work used the travel time to
compute accessibility, which was obtained through How to Go, a web applica-
tion offered by the Municipality of Montevideo to estimate travel times by public
transport. The study showed that there is an unequal distribution of mobility
opportunities, particularly for access to job opportunities and access to higher
level education. Later, Herndndez et al. [10] built a matrix of travel times us-
ing theoretical timetables of buses in Montevideo, which was used as input to
generate an index of accessibility to job opportunities in the city.
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Other research efforts developed within our research group include the socio-
economic analysis of the transportation system in Montevideo using big data
and distributed computing [I8], the analysis of sustainable transportation ini-
tiatives in Montevideo [12] evaluating the accessibility index proposed by the
World Business Council for Sustainable Development [20], and the empirical
study performed in Parque Rodé neighborhood using face-to-face surveys [I1].

3 Case study and data analysis approach

This section describes the studied area and the methodology applied for data
analysis to characterize accessibility.

3.1 Maldonado metropolitan area

The metropolitan area of Maldonado includes the conurbation of the cities of
Maldonado and Punta del Este, which progressively joined, including trans-
portation routes. Maldonado is the administrative capital of the department
and Punta del Este is considered the tourist capital at national level. The city
of San Carlos is considered as part of this conurbation, although Maldonado
and San Carlos are separated by a suburban space. These three cities are the
arteries of an urban network that extends even west to Portezuelo and east to
José Ignacio. The suburban area has specific mobility needs and the demand for
public transportation, and currently has problems with traffic congestion and
accessibility to important points. In addition, the cities of Piridpolis and Pan de
Azicar are less than 30 km from Maldonado and public transportation lines con-
nect them frequently. More than 150.000 people live in the studied area, while
about 20.000 live in Piridpolis and Pan de Aztcar.

Pan de Azucar

E:; San Carlos
‘laya Verde 9 -
Playa Grande {a
aliisnalis Ocean Park
Punta
Colorada Maldonado

La Barra

Punta del Este

Fig. 1: Metropolitan area of Maldonado
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3.2 Data analysis approach

The Municipality of Maldonado granted access to a set of public transportation
data, including lines, stops, and timetables of the different routes. Each dataset
has specific features, which are described in the following paragraphs.

Bus lines and stops. This dataset includes the layout of routes lines and the lo-
cation of the bus stops of the public transportation system. From a geographical
point of view, the main difficulty with these data lies in the fact that the dataset
of lines and stops are independent. Fig. [2| shows the set of stops and lines of the
public transportation system, according to the provided data.

T — + — T — T
BN 600045 RA00AE 7 000ee5

Fig. 2: Bus lines and stops of the public transportation system in Maldonado

Certain problems and particularities of the studied datasets pose challenges
for building a matrix of travel times for public transportation to compute the
accessibility indicator. Three main problems were identified: stops located in
places without defined bus lines; stops located very close to each other (which
clearly correspond to the same physical stop); and stops that do not coincide with
the layout of the bus lines. This last point is the most challenging, since there is
no direct association that indicates to which line(s) a certain stop corresponds.

An automated process was implemented to solve the aforementioned prob-
lems applying geospatial operations to associate lines and stops. The algorithm
works as follows: i) for each bus line a buffer operation is performed to convert
the line to a 10m wide polygon; ii) the polygon is intersected with the stop layer
to obtain stops that are less than 10m from the line; and iii) the set of stops is
traversed according to the direction of the line and consecutive stops that are
less than 50 m from each other are eliminated, on the understanding that it is
the same physical stop. Fig. [3| shows the implemented correction process (stops
in the original set are marked in red and the stops after applying the correction
procedure are marked in green).
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Fig. 3: Bus stop correction (red-original bus stops; green—corrected bus stops)

Timetables and trip times. The other provided dataset corresponds to the timeta-
bles of the different lines of the public transportation system. The data are sep-
arated according to the transportation company that operates the service. The
provided dataset consist of Excel files that do not follow a standardized format,
which makes its automated processing extremely difficult. Since it does not ac-
count for a large volume of data, the processing was carried out manually. For
each line, departure times and passing times for some notable points along the
route are reported. These notable points are identified by a name that does not
necessarily match the name defined in the transportation system. Therefore, the
procedure involved associating these points with their corresponding stops and
associating the average travel time from the start of the route to that stop, based
on the published timetables. Finally, for the rest of the stops on the line, travel
times are interpolated from the known travel times.

Since the information of lines and stops is separated from the data of the
timetables, there are differences between both datasets. In particular, timetable
information is not available for a few lines (line 32 from Pan de Azticar to Nueva
Carrara, line 62 from/to Punta del Este, line 25 from San Carlos to José Ignacio,
line 26 from Garzon to San Carlos, line 27 of Guscapar company, and direct line
Punta del Este-San Carlos). In these cases, it is not possible to know the travel
times between the stops on the route and, therefore, they were not considered
within the model. Other lines were partially included in the model, according to
the available data: e.g., line 34 from Las Flores (and not from Pan de Azicar) to
Piridpolis, line 55 from Manatiales (and not Buenos Aires) to Maldonado, and
line 62 between Maldonado and La Capuera (and not from/to Punta del Este).

Overall, a total number of 66 lines/variants operated by six companies were
included in the developed model.
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4 Accessibility to education centers

This section describes the methodology for computing the proposed accessibility
indicator to education centers, describing the studied area and the two needed
inputs: the matrix of travel times and the location of education centers.

4.1 Definition of the studied area

The basic unit of the analysis is the census segment, defined by the National
Institute of Statistics (INE). The file published by INE was corrected, since it
had some invalid geometries that prevented the correct data processing.

The process used to define the studied area is graphically described in Fig. [4]
and commented next. Initially, all census segments that have at least one stop of
the transportation system within the polygon that defines them are considered
(Figures . Then, neighboring towns that do not have stops are considered
to avoid gaps in the studied area, computing the convex hull of the set of census
segments (Fig. and intersecting with the total of census segments (Fig. |4d))
to obtain all census segments to consider. The centroid of each census segment in
the resulting set is computed, assuming that all trips from/to a certain segment
begin (or end) at the centroid of that segment (Fig. [d€]).

4.2 Matrix of travel times

The matrix of travel times for public transportation was built considering trips
with up two legs (one transfer). Travel times include: i) the walking time from the
centroid of the origin segment to the first bus stop; ii) the walking time from the
descent stop of the last bus of the trip to the centroid of the destination segment;
iii) the walking time between stops on those trips that involve transfers; and iv)
the time traveling on each bus involved in the trip. Also, direct walks (up to 30
minutes) are considered between nearby centroids, since walking can be a more
attractive option than public transportation. Walks from the origin centroids to
the first bus stop and from the last bus stop to the destination centroids are
limited to 30 minutes. Walks between transfer stops are limited to 20 minutes.
The fastest travel connecting a pair of centroids is considered, assuming that
people make optimal decisions to move within the city, within the rules imposed
in the model regarding maximum walks and number of transfers allowed.

A directed and weighted multigraph is constructed to build the matrix. Nodes
of the graph represent the centroids of census segments and the bus stops. Nodes
can be connected by more than one edge. The weight of each edge represents
the travel time between nodes (walking or by bus). A shorter path algorithm is
applied to compute the fastest travel time between each pair of centroids.

Walking times between centroids, between centroids and stops, and between
stops, are computed on the road network of the city. Each centroid/stop is moved
to the nearest road and times are computed using Open Source Routing Machine,
an engine implemented in C++ that combines routing algorithms with Open-
StreetMap road network data to efficiently compute shorter paths. The table
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(a) Census segments and stops (b) Census segments with at least one stop

(c) Convex hull of the set (d) Intersection with census segments

(e) Final set: census segments and their centroids

Fig. 4: Process for defining the studied area
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method was used to compute the travel times between pairs in a list of geo-
graphic coordinates, using the average speed for each type of road and traffic
rules imposes in the foot.lua profile. Routes for a small subset of 41 nodes can-
not be computed using this approach, as they were located in areas far from
the road network. The travel times to/from these nodes was computed using the
geographical distance and a walking speed of 5km/h.

Bus travel edges are weighted according to the average travel time between
the nodes they connect. To ensure that the shortest path does not have more
than one transfer, two different nodes are used to represent each centroid (one
when the centroid acts as the origin and the other when it acts as the destination)
and four to represent each physical stop (which represent the stop when it is the
origin or destination of the first or second trip within the total route). Origin
centroids have only outgoing edges, while destination centroids have only inward
edges. This allows routes to be modeled with a direct trip and even with a
transfer, considering the walk between stops in the eventual transfer. A penalty
of 15 minutes (added to the weight of the walking edges that connect stops) is
considered on those roads that involve a transfer.

The NetworkX library of Python was used to represent the graph and com-
pute the shortest paths. The generated graph includes a total number of 6382
nodes (253 x2 centroids + 1469x4 stops) and 642 775 edges.

4.3 Location of education centers

The geographical location of education centers (initial, primary, secondary, and
technical-professional education) are obtained from the Open Data Catalog [I].
Fig. [5| shows the location of these centers in the studied area.

Fig. 5: Education centers in the metropolitan area of Maldonado
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4.4 Accessibility indicator

The matrix of travel times and the location of the education centers are used
as input to compute the accessibility indicator to education centers by public
transportation, using census segments as unit. The proposed indicator is based
on the notion of accumulated opportunities, originally proposed by Hansen [6].
The method consists of characterizing the accessibility of every census segment
by adding all education centers that are reachable from it, traveling for up to m
minutes by public transportation. The threshold m is parameterizable, allowing
to perform the accessibility study under different conditions. The proposed indi-
cator is flexible, since it allows varying the travel time threshold, and can even
be used to evaluate accessibility to other opportunities, provided that geolocated
information of their location is available. An improved version of the proposed
indicator could consider the opening hours of each education center computing
the value for each hour of the day. However, opening hours is not included in
the open dataset used in this study. The proposed indicator can be extended to
contemplate the time dimension, if this information is published in the future.

5 Results and discussion

This section reports the main results achieved and presents the web tool devel-
oped to display the accessibility indicator.

5.1 Travel time matrix

The computed matrix of travel times for Maldonado metropolitan area is is
publicly available in CSV format at www.fing.edu.uy/~renzom/TTM.csv, The cor-
responding entry for or each pair of census segments reports the travel time using
public transportation, in minutes. The matrix is a relevant result in itself, since
it is an important input to address various types of design and optimization
problems related to public transportation in the studied area.

The matrix has dimension 253x253. According to the implemented model,
the travel time reflected in the matrix is the fastest option that connects each pair
of census segments, considering direct walks, direct bus trips or even a transfer.
Transfer trips add 15 minutes to walk between stops, transfer walks are limited
to 20 minnutes, and direct walks between centroids and entrance/exit to the
transportation network are limited to 30 minutes. For this reason, some segments
are disconnected, either due to the absence of lines connecting it with up to a
transfer or because the stops are at a distance from the centroid that exceeds
the limit allowed for walks. The results show that 13021 origin-destination pairs
(out of 64009) are disconnected.

The average travel time between all pairs of connected census segments is
52.5 minutes. Fig. [f] shows a histogram with the frequency of each travel time
value (in minutes), considering the total number of connected census segments.
Regarding travel modes, 58.1% of the trips correspond to direct trips involving
a single bus, 40.5% correspond to trips with a transfer, and 1.4% correspond to
direct walks, without using the public transportation system.
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Fig. 6: Histogram with the frequency of travel times between census segments

5.2 Accessibility indicator

The accessibility indicator combines the matrix of travel times and the location
of education centers. By definition, each census segment accesses all education
centers in it and in census segments that can be accessed by public transportation
on trips of up to m minutes. By varying the parameter m it is possible to study
different situations, based on different assumptions. Using m = 0, each census
segment only accesses the education centers that are located within the polygon
that defines them. In the choropleth map in Fig. [7} the color of each segment
indicates the percentage of education centers it contains, with respect to the
total number of centers available. The figure shows that the rural census segments
(those with the largest area) are mostly covered by at least one education center.
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Fig. 7: Percentage of education centers located in each census segment

The accessibility of different scenarios can be studied varying the threshold
m. Fig. [§| shows the accessibility indicator for m = 10 minutes. Results indicate
that a small change in the threshold m implies a significant change on the spatial
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distribution of the accessibility indicator. The census segments located in the
central areas of Maldonado and San Carlos show higher accessibility values than
the large census segments of the rural periphery. This effect occurs because
census segments without an education center can access one in a neighboring
segment through public transportation trips or short walks.
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Fig. 8: Percentage of accessible education centers traveling up to 10 minutes

The coastal areas of Punta Ballena, Pinares, and Punta del Este still have low
accessibility with low time thresholds. This phenomenon change when a slightly
higher threshold is set. Fig. [9] shows the accessibility indicator with up to 20
minutes of travel (m = 20). In addition, accessibility continues improving both
from the center of Maldonado and from San Carlos. In turn, it is observed that
the coastal areas to the east (e.g., San Rafael, La Barra) present low accessibility
indices when considering trips of up to 20 minutes.

Finally, Fig. [I0]shows the accessibility indicator using a 40-minute threshold.
In this case, good accessibility exists in most urban census segments. However,
there is a clear stagnation in terms of accessibility in most rural segments, which
only access to centers located in them and fail to access to centers in other areas.
Likewise, an inequality phenomenon is observed in the coastal census segments,
where the segments to the west of Punta del Este have better accessibility values
than those located to the east of the peninsula.

5.3 Web visualization tool

A web visualization tool was developed to present the results of the accessibility
indicator in a friendly and interactive way. The tool is publicly available at
www. fing.edu.uy/~renzom/acc_maldonado. The tool shows the studied area on an
interactive map, at the census segment level. The map has tools to zoom, scroll,
and download the current image. A slider bar is provided to allow configuring
the time threshold m considered for computing the accessibility index.
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Fig.9: Percentage of accessible education centers traveling up to 20 minutes
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Fig. 10: Percentage of accessible education centers traveling up to 40 minutes
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Once a threshold is set, the map is updated to report the accessibility indi-
cator to education centers. The result is shown through a choropleth map where
each census segment is assigned a color based on its accessibility indicator value.
Positioning the cursor on a specific census segment displays the code that iden-
tifies the census segment, the name of the city, the number of education centers
reached, and the percentage of the total that they represent.

6 Conclusions and future work

This article presented a study of the accessibility to public services in Maldon-
ado, Uruguay, when using the public transportation system. In order to compute
an accessibility index a travel time matrix for the public transportation was built
using open datasets and data provided by the local authorities, including bus
lines, bus stops, and timetable information. With these data the public trans-
portation was modeled as a graph, accounting for every alternative to connect
origin and destination pairs in the studied scenario. A shortest-path algorithm
was executed over this graph to compute the fastest travel time between each
origin and destination. Computed travel times include walking times to/from the
bus stop and in-vehicle time of both direct trips and multi-leg trips involving up
to one bus transfer. The computed travel time matrix is publicly available and
is a highly useful resource for authorities and researchers alike.

Then, the accessibility to education was studied combining the computed
travel time matrix with the location of education centers in the studied area.
Following the usual methodology in the field, accessibility was measured ac-
cumulating the opportunities (i.e., centers) that can be reached from a given
origin when traveling up to a certain threshold of time via public transporta-
tion. An interactive web application was developed that outlines the accessibility
measures of the studied zone when varying the travel time threshold. The ap-
plication shows a map of the area and colors different zones according to their
accessibility to education centers.

According to our review of the related works, this research is one of the first
steps of studying the public transportation system of Maldonado, Uruguay. The
results of this research (i.e., the travel time matrix, accessibility indicator, and
web application) are valuable to transport and urban planning authorities and
research interested in improving the public transport accessibility in the area.

The main lines of future work involve feeding the model with richer informa-
tion including: up-to-date GPS bus location data, ticket-sale data from on-board
smartcard readers present in the buses of the system, as well as historic passenger
information to improve the travel time estimations and make recommendations
to improve the quality of service of neglected areas with significant inequalities.

References

1. Administraciéon Nacional de Educacién Publica: Centros anep. Disponible en linea:
https://catalogodatos.gub.uy/dataset/anep-centros-anep [12/2019] (2019)

ISBN 978-9930-541-79-1


https://catalogodatos.gub.uy/dataset/anep-centros-anep

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020)

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Public transportation and education centers in Maldonado, Uruguay 15

. Cardozo, O., Rey, C.: La vulnerabilidad en la movilidad urbana: aportes tedricos

y metodoldgicos. In: Aportes conceptuales y empiricos de la vulnerabilidad global,
pp. 398-423. Resistencia, Chaco: EUDENE (2007)

Duranton, G., Guerra, E.: Developing a common narrative on urban accessibility:
An urban planning perspective. Tech. rep., Brookings, Moving to Access (2016)
Grava, S.: Urban Transportation Systems. McGraw-Hill Education (2002)
Hansen, H.: Analysing the role of accessibility in contemporary urban development.
In: Computational Science and Its Applications, pp. 385-396. Springer Berlin Hei-
delberg (2009)

Hansen, W.: How accessibility shapes land use. Journal of the American Institute
of Planners 25(2), 73-76 (1959)

Hansz, M.: Analysis of the spatial disparity in transport social needs and public
transport provision in Montevideo. Master’s thesis, University of Leeds (2016)
Harvey, D.: Social justice, postmodernism and the city. International Journal of
Urban and Regional Research 16(4), 588-601 (1992)

Hernandez, D.: Uneven mobilities, uneven opportunities: Social distribution of pub-
lic transport accessibility to jobs and education in montevideo. Journal of Trans-
port Geography 67, 119 — 125 (2018)

Hernandez, D., Hansz, M., Massobrio, R., Davyt, J.: Transporte publico urbano y
la accesibilidad a las oportunidades laborales. Disponible en linea: https://ucu.
edu.uy/es/node/47195. [December 2019] (2019)

Hipogrosso, S., Nesmachnow, S.: Analysis of sustainable public transportation and
mobility recommendations for montevideo and parque rodé neighborhood. Smart
Cities 3(2), 479-510 (2020)

Hipogrosso, S., Nesmachnow, S.: Sustainable mobility in the public transporta-
tion of montevideo, uruguay. In: Smart Cities, pp. 93—108. Springer International
Publishing (2020)

Huang, B., Chiou, S., Li, W.: Accessibility and street network characteristics of
urban public facility spaces: Equity research on parks in fuzhou city based on GIS
and space syntax model. Sustainability 12(9), 3618 (2020)

Ingram, D.: The concept of accessibility: A search for an operational form. Regional
Studies 5(2), 101-107 (1971)

Krizek, K., Horning, J., El-Geneidy, A.: Perceptions of accessibility to neighbour-
hood retail and other public services. In: Accessibility Analysis and Transport
Planning, pp. 96-117. Edward Elgar Publishing (2012)

Lei, T., Church, R.: Mapping transit-based access: Integrating gis, routes and
schedules. Int. J. Geogr. Inf. Sci. 24(2), 283-304 (2010)

Massobrio, R., Nesmachnow, S.: Urban data analysis for the public transportation
system of montevideo, uruguay. In: Smart Cities, pp. 199-214 (2020)
Nesmachnow, S., Bana, S., Massobrio, R.: A distributed platform for big data
analysis in smart cities: combining intelligent transportation systems and socioe-
conomic data for montevideo, uruguay. EAI Endorsed Transactions on Smart Cities
2(5) (2017)

Salonen, M., Toivonen, T.: Modelling travel time in urban networks: comparable
measures for private car and public transport. Journal of Transport Geography 31,
143-153 (2013)

World Business Council for Sustainable Development: Methodology and indicator
calculation method for sustainable urban mobility. Tech. Rep. 978-2-940521-26-5
(2015)

ISBN 978-9930-541-79-1

Page 15


https://ucu.edu.uy/es/node/47195
https://ucu.edu.uy/es/node/47195

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020)

Reimaging the Book ... Again! A New
Framework for Smart Books Using Digital Twins
Technology

H. Kolivand!, E.C. Prakash?, M.C. Lépez?, D. Herndndez?, and A.A.
Navarro-Newball®

! Liverpool John Moores University, UK
h.kolivand@ljmu.ac.uk
2 Cardiff Metropolitan University, UK
eprakash@cardiffmet.ac.uk
3 Pontificia Universidad Javeriana Cali, Colombia
{mclopez09,davidher28,anavarro}@javerianacali.edu.co

Abstract. Technology enabled learning and communication are at the
crossroads, which need flexible solutions. Flexible learning enables a
learner to move seamlessly between the real and virtual world. We pro-
pose a novel flexible communication tool, “the smart book” to address
these challenges. First, we review the role of the traditional book, its
role in society today and the recent advances in augmented reality books.
Next, we present a novel approach that integrates digital twins and mixed
realities that is useful in communication, learning and for making deci-
sions. We propose an initial vision of the architecture. Finally, we follow
the Spiral of Creative Thought to create a first prototype with promis-
ing results. Our plan to further develop the architecture is to integrate
this spiral with other software development methods. We need further
iterations within the spiral to include final users and diverse applications.

Keywords: book, mixed reality, digital twin, augmented reality, virtual
reality

1 Introduction

Humanity and books have a long relationship. Smart societies living in smart
cities within a smart world demand innovative ways of communication and un-
derstanding of both traditional and new communication channels. Crisis such
as the Covid-19 have evidenced the need and surge of novel interaction and
collaboration mechanisms. This is evident from the authors own experience lec-
turing and researching during the crisis. This is only one of multiple examples
that could come out. As we will discuss, the book in its multiple formats is still
a current and versatile communication medium. Our goal is to create a smart
book, an important communication tool in smart cities within a smart world to
make reading, learning and teaching amusing and more efficient. We visualise
the smart book as a tool that would be able to enhance the current state of the
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book, respecting its multiple formats and allowing different usages. Even though
our examples and experience are mainly related to education; while we continue
in the search for a smart education, we believe the book plays an important
role in different sectors currently experiencing difficulties (for example, tourism,
commerce, health care, maintenance, etc.).

1.1 About the Book and its Evolution

Marfa Angélica Thumala Olave starts her paper questioning “why do people in
the UK read and collect books when there are so many other sources of informa-
tion and forms of story-telling available?” [1](p.1). In her qualitative analysis, she
[1] highlights the powerful appeal of books due to the fusion of the act of reading,
books iconic value as cultural goods and their surface material properties. In an-
other study, James M. Donovan [2](p.1) “provide a reasonable basis to support
an expectation that readers perform better on reading comprehension tasks per-
formed in book-rich environments,” while challenging projects that remove print
collections to provide space to other amenities and evidencing physical collec-
tions have a role in today’s digital society. Indeed, books also play and important
role in education and are subject of diverse studies [3]. Evans et al. [3] present a
study comparing pre-schoolers behaviour interacting with alphabet books in pa-
per format and interactive alphabet books in an eBook. They [3] conclude that
children spend less time on letter-related behaviour (e.g. saying object names)
and more time oriented to the book. Potnis et al. [4] evidence difficulties in the
adoption of e-books by millennials but highlights the potential benefit of avail-
able resources and strategies for their adoption. Learning books are diverse, for
example, Reynolds [5] studies the role, limitations ad possibilities of comic books
in higher education. In another example, Gaylor et al. [6] claims the potential
input for mathematics learning in children using counting books and study the
impact of using tactile and narrative content within these books. Whatever the
case, books seem to be important. Indeed, Beimorghi, Hariri, Babalhavaeji [7]
suggest that books play an important role in transforming knowledge to wisdom.
Finally, a study from Bavishi, Slade and Levy [8] suggest that those who read
books may acquire better survival skills. Of course, there is still a lot to study
about books, however, the continuous interest in books is a strong evidence of
their importance in humankind.

From the previous paragraph, it is evident that books have had an evolution
too. The paragraph refers to paper books, eBooks, tactile books, and comic
books, among others. Wikipedia [9], the modern version of the collection of books
known as encyclopaedia, offers an effective summary of book evolution that goes
from tablets and codex to eBooks and presents the type of content they can
provide and multiple uses they can have. Following the evolution of the book, the
pioneering work by Billinghurst, et al. [10], the Magic Book, constituted the first
book to include Augmented Reality (AR) and Virtual Reality (VR). The Magic
Book project [10], presented in 2001 explored the concept of “how interfaces
can be developed that allow for seamless transition between Physical Reality,
Augmented Reality (AR), and immersive Virtual Reality (VR) in a collaborative
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setting,” [10](p.25). As such, the Magic Book [10] was a book that could be read
as a traditional book, without any technology; but the book could be read using
a handheld device capable of displaying 3D virtual content. The reader could
view AR scenes with 3D content overlaid on the pages from any perspective or

they could fly into immersive VR scenes. A communication between the readers
in AR and VR world could also be stablished [10].

1.2 Previous Work

According to Do and Lee [11] as cited by Navarro-Newball et al. [12] (p.3), “AR
books enhance the reading experience, visualise products, tell stories and teach.
They can provide other views of complex situations, increasing understanding
and are an evolution of traditional books, the main medium of teaching and
learning.” Then, in our previous work, Navarro-Newball et al. [12] identified
some limitations in AR books. AR Books so far [12]: (1) did not mean to include
contents using all major data types (e.g. 2D static, 2D dynamic, 3D content and
sound); (2) apart from few cases [11], did not offer a usable authoring interface;
(3) did not offer authoring tools to create pages and to introduce markers with
related display elements such as virtual models, animations, videos, sounds, im-
ages and gestures in order to create any book; (4) limited reader interactions
to flipping pages, and AR cards for additional content; (5) barely used natural
features [13], but relied on abstract fiducial markers; (6) and, content creation
possibilities from readers, although existent [14], were rare.

More recently, the work from Bischof et al. [15] overcome the problems of
fiducial markers using Vuforia SDK, allowing the use of images of the book
as AR markers; however, the kind of content displayed is still limited to video
only and the work is focused on one book only. Leela, Chookeaw and Nilsook
[16] presented a study to describe the effectiveness of mobile learning and AR
books through the microlearning approach and concluded that books supported
by technology increase interest and promote teamwork; however, they do not
give details about the AR books. Kljun et al. [17] (p.103) state that “digital-
augmentation of print-media can provide contextually relevant audio, visual, or
haptic content to supplement the static text and images. The design of such
augmentation - its medium, quantity, frequency, content, and access technique -
can have a significant impact on the reading experience;” and provide evidence of
this fact; however, their sample books only use video as the augmented media and
falls short in testing other interactive possibilities. Yamamoto et al. [18] propose
a method to integrate tactile sensation into an eBook using AR, reinforcing the
importance of texture and physicality in a book. Mokhtar et al. [19] describe a
framework which is reusable and allows the creation of new colouring content;
however, the books display only 3D pop up images synthetized from the coloured
pages, by visualizing them in 3D on a users view of the real world; and, the
3D models are still drawn by a modeller but texturized with the colours used
by the user. Recently [20], researchers have presented the e-mmersive Book,
capable of assist readers relying on a HoloLens device. Moreover, users read in
an inspectional way more than one book to find answers to questions [20].
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Finally, it is important to note that Gazcén and Castro [21] claimed back
in 2015 an interactive and collaborative application for traditional books aug-
mentation which allows the incorporation of AR content to any pre-existent
traditional book and collaboration among readers.

The use of AR markers has evolved to using natural features taken from
book pages thanks to SDKs such as Vuforia, but tools for content creation in
AR books are still scarce. However, following the spirit of Gazcon and Castro
[21], which allows the inclusion of AR content and collaboration; and, aware of
the important role of books, we propose to develop further the book as it will be
explained in the next sections. The book is widely presented in all its formats
and requires a constant evolution so that new ways to convey information to
readers, authors, teachers, students, guides and followers are discovered.

1.3 Problem Statement

There is a positive impact from VR and AR in formal and informal educational
environments [22]; these technologies provide novel ways to learn, communicate
and teach. Indeed, AR/VR may enhance the learning process in all content areas,
are now more affordable and new user-oriented interfaces allow people from all
over the world to connect in unique and exciting educational experiences [23].
One of these experiences is provided by AR books. AR books enhance the reading
experience and can increase understanding by providing other interactive views
of complex situations while visualising products, telling stories and teaching
[12]. The first AR Book, the Magic Book [10], explored transitional interfaces
between physical reality, AR and VR. In The Magic Book, readers could use AR
to display content, but the interaction with the displayed content was limited to
observing mostly.

AR book creation have had difficulties such as requiring complex image pro-
cessing or relying on software configuration or scripting. Creation of multiple
books and upload of diverse content; display of representative multimedia data
such as video, text, image, animation and 3D and; integration of alternative in-
teraction techniques which use game technology have also been limited in the
AR book world. In a previous research described in a chapter by Praksh and
Rao [24] (co-author of this paper) we proposed an AR book and we were able to
overcome some of these problems. Firstly, we offered to include all major data
types such as 2D static; 2D dynamic; 3D content and sound. Secondly, we of-
fered an authoring interface in which the author could create pages and introduce
AR markers with related elements such as virtual models, animations, videos,
sounds, images and gestures in order to create his/her desired book. Thirdly, we
explored a novel way of interaction, integrating body gestural interaction to the
book, besides projecting 3D objects and animations with synchronised rotation
and translation on pages. Figure 1A shows our previous book with a fiducial
marker, video content displayed and, 3D content interaction through zooming.
Our book was novel because:
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— We provided a kind of flexibility to include major media data types (for
example video and audio), while existing books focused on a subset of them.
Focusing on a subset of media types is still common.

— We were able to create any book based on standard fiducial markers provided
by the AR kit we used. In contrast, many existing AR book projects focused
on the development of one single book, which is still a common practice.

— We included “take”, “move” or “zoom” gestures to virtual objects displayed
in every page, while many books used additional AR cards for this. Also,
with gestures we provided integration to basic VR scenarios.

However, our book had limitations:

— We could only create AR versions of books with no more than 48 pages, due
to the limited set of fiducial markers offered by the SDK those days.

— We relied on fiducial markers and did not take advantage of natural features
within the real book content to display AR content.

— We did not include mobile devices capabilities to the book.

— We did not allow the creation and sharing of content by readers.

— We did not take great advantage of gamification technologies to make reading
more engaging.

— We did not implement a way to store book usage statistics; for instance, we
did not know how the book was read and understood.

Therefore, we missed the chance to create more complex books, to utilise
handier interaction strategies and to gather anonymous information about the
reader’s learning, reading, authoring and sharing processes.

In his blog at IEEE’s Future Directions [25], Roberto Saracco answers to
the question “what would education be like in 20507, with two words: “Digital
Twins.” Saracco believes that VR Digital Twins are a new tool that will be key
for education by 2050 [25]. We believe that the current Covid-19 crisis could
accelerate their evolution in education. In essence, Saracco [25] explains that
each person has several fragments of his/her own digital twin; these fragments
can be used to represent both our skills and knowledge; and, Digital T'wins offer
the possibility to study in the digital representation rather than studying on the
real thing. For instance, we believe we will have the chance to take advantage
from the real world, the virtual world and the mixed world. As Saracco said more
recently [26], Digital Twins bridge the physical space and the cyberspace. Digital
Twins are a trend in the field of Mixed Reality (MR). “Digital Twin models are
computerized clones of physical assets that can be used for in-depth analysis,”
[27]. With current technology we see a chance to take the AR book beyond. That
leads us to propose the research question: how to use Digital Twins to create a
smart book which overcomes limitation from previous books?

To answer this and focusing on the learning applications of books first, we
need to support complex contents in educational scenarios such as museums and
classrooms using tools that favour learning and user’s entertainment. We expect
to enhance flexibility, while staying independent of the technology used and
taking care of not being disruptive with the real book. We believe the concept
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can be extended to any sustainable paper-based communication material such
as brochures. Additionally, the content management model is fundamental to
provide a flexible tool for the creation of content and narrative to entertain and
educate. Finally, the digital twin approach can be useful to find out how the
book is read and understood.

1.4 Objectives

Our main objective is to develop a smart book creation framework using the
Digital Twins technology and taking advantage of MR. In order to achieve that
we need to:

Investigate how to integrate smart book content and interactions in a digital

twin.

— Develop a digital twin architecture to support a smart books creation frame-
work.

— Validate the resulting framework introducing a smart book.

Validate the use of the smart book created using the framework

2 Methodology

After a continuous study of learning with children, Professor Mitchel Resnick
[28], dedicated to helping children of all ages play, think and experiment with
design and technology, came up with an approach with which students would
engage in project analysis, implementation, and evaluation. To achieve this,
Resnick gave life to the infinite Spiral of Creative Thought (SCT) specified be-
low (1B). Basically, the projection of the future expressed in the spiral denotes
the ability that everything that is imagined can become reality, through the
repetition of five key steps [28]:

— Imagine: Visualize what you want to create without limit, detaching from
value judgments such as the previous knowledge that binds imaginative ca-
pacity.

— Create: Make the thought or imagined a reality through compositions, draw-
ings, or artifacts.

— Play: Explore, enjoy, listen, touch, and use all creations with an emphasis
on recognizing that everything is upgradeable and that evolutions will arise
at any time.

— Share: Teach or show the project to others taking into consideration their
opinions.

— Reflect: Carry out a feedback process where the appropriate changes are
made.

The iterative execution of the SCT leads to the creation of artifacts that
promote research and experimental thinking. Therefore, for the realization of this
project we will use SCT as the main source of the methodological process, at the
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same time we will integrate the phases of the software engineering process into
this research. Additionally we will need to realise a number of tasks to achieve
our goals. To investigate how to integrate smart book content and interactions
in a digital twin we need to:

— Implement the prototype of a smart book based on a real book and using
MR.

Identify potential interactions.

— Identify potential data of interest within a focus group.

— Identify requirements.

To develop a digital twin architecture to support a smart books creation
framework we need to:

— Design the architecture.

— Design a data model to support the architecture.

— Design a way to measure books usage and understanding.
Identify the most suitable technology for development.
Implement the architecture.

Design and implement a user interface for smart book creation.

To validate the resulting framework introducing a smart book we need to:

— Use the architecture to create one smart book inspired on a real book.
— Validate frameworks usability.

To validate the use of the smart book created using the framework we need
to:

— Validate usability of the smart book within a focus group.
— Validate how the book is read and understood using statistics.

3 Proposed System

Figure 2 shows the proposed architecture and flow of smart book use. While
in real books one author proposes content to the reads, AR, MR and VR tech-
nologies create a window that expands the book to the smart book allowing
multiple readers become collaborative authors and the authors become collabo-
rative readers. Users in both roles (readers and authors) can upload and down-
load content that may come from different sources and media, such as text,
3D content, images and video, audio, interactions. This content is inspired in
the real, imaginary, and virtual worlds. The smart book must be supported by
an interconnected architecture based on the Digital Twins concept, which in-
cludes a layered model, a novel user interface, storage, and processing of data.
This approach will integrate the real and virtual versions of the book allowing
collaboration and allowing users to include their imaginary into the book.
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4 Early Prototype

At the end of the year, we will have the prototype of a smart book and a list
of feasible interaction oriented by the book. We chose “Journey of the Beetle”
book [29] as a field test for the smart book early prototype. Following the idea of
SCT, we started a creativity workshop with nine undergraduate students under
the guidance of Miguel Fernando Caro, the author of the chosen book, who
specialises in educational books and tales. During this workshop, the students
had to: (1) write letter to their inner self (self-discovery) talking about their
experiences in life and feelings; and, (2) write a short fictional story. In all cases,
students were free to share their writings or not. This served to spark creativity
and motivate story writing for video games and animation. Then, students had to
study previous publications related to AR books and present a summary analysis
of one paper to the rest of the group. These two activities were related to the
“imagine phase” of the SCT. Finally, we had a brain storming session. Next, we
started preparation for the “create phase” and all students participated in Unity,
Unreal and Vuforia basic training and developed the first prototypes. Figure 3
shows “Journey of the Beetle.” Here, one example of the proposed interactions
obtained from the first iteration displays and AR interactive game the first time
the beetle is shown in the book. In the game the beetle must catch as many dung
balls as possible. This game was played by two students who programmed the
game (“play phase”) and then shared to the rest of the group (“share phase”).
After the “reflect phase” we found that:

— There are many ways a the book can be used to interact. For example, you
could go to the real word, photograph a beetle and upload it in new page of
the book; you could expand the book by superimposing animation or videos
as in previous books; or, you could write new pages in the digital twin.

— Some pages or chapters could contain video games. Particularly, the first
video game implemented could be enhanced to include multiple players and
collaboration mechanisms among a number of beetles.

— The book itself could be an interaction device for a narrative educational
video game.

— Apart from the original game of the beetle making dung balls. Two other
video game narratives for different sections of the book were proposed. The
first one is about the illegal burning of fields versus the reforestation of the
field to raise cattle in a sustainable way (the book explains the relation-
ship between the beetle and the cattle). The second one is a survival game
where beetles must avoid being caught by hungry birds. All proposed video
game narratives can be a test field for AI (flocking and path finding for cat-
tle), collaborative reading (reading/writing with other author-readers taking
advantage of a digital twin), multiplayer interactive techniques (each reader
becomes a beetle and compete to make the biggest dung ball), among others.

— Finally, different reading reward mechanisms were proposed, such as: ac-
cess to books, documentaries and movies related to the book’s thematic and
guided field visits where the situations explained on the book can be expe-
rienced in real life.
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5 Discussion

We believe that if we manage to implement it, the smart book will become
an important communication tool within a smart city environment supporting
education, tourism, maintenance, training, health, environment, culture, etc. We
expect our approach will respect and give relevance to other book formats while
expanding those to different ways of interactions, collaborations and applications
that may be used when required. The most important thing about the Digital
Twins approach is that it will allow for a book that can not only be used to
expand the real world but to take decisions from the data gathered during its
usage, for example, to enhance learning or other processes that could be achieved
through the book.

6 Conclusion

We finished the first iteration in the SCT. The process of the SCT has sparked
initial ideas and interaction mechanism that will enrich the smart book and chal-
lenge the developer to create and architecture that supports such interactions.
However, a few more iterations are needed to refine the prototype before we
start implementing the architecture. Despite that, we dare to envision a possi-
ble basic architecture and work usage flow. Further iterations within the SCT
should include reflection of the applications of the book in fields different from
education and potential users. The completion of the smart book project will
require funding and time to cause the desired impact.
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We are aware that during the latest book evolution (the AR book), there
have been advances which allow some content creation, inclusion of different
data formats, introduction of new books and, the use of natural features of the
book. However, we found no evidence of a book creation framework that takes
advantages of all these features altogether; neither we found a vision of the book
which takes advantage of the Digital Twins concept. Our previous project has
now become obsolete because the software tools we used are no longer usable.
We believe our Digital Twins approach is an opportunity for reimaging the book

. . again!
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Experimental Algorithmic Citizenship in the Sandboxes:
an Alternative to Ethical Frameworks and Governance-

1

There is a democratic deficit in the present algorithmic services that support automat-
ed decision-making as a base for the future smart cities and governance [1]-[5]. Ra-
ther than supporting democratic institutions and procedures that define our off-line,
non-digital institutions (norms, laws and regulations), these platforms and systems
replace legitimacy with efficiency. They reinforce the existing biases and injustices
translated into algorithms that promote efficiency but lead to “accountability gap” [6]
and “de-responsibilisation of human actors” [7]. To support legitimacy along efficien-
cy of the new infrastructures, we need governance over prototypes is reflective of the
issues of power, stakes, interests, and ownership. We need a model of prototyping that
balances the calls for innovation, disruption and technological change with participa-

by-Design Interventions
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Abstract. Various attempts to embed cultural, social, and legal norms directly
into the design constraints and machine-readable code define the current ethical
frameworks and interventions regulating algorithmic governance. The challenge
is to balance the novelty and efficiency of automation with aspirational values
of democracy, such as division of powers, political deliberation and inclusivity
in decision making. To support these aspirations, we developed an experimental
approach balancing regulation with code modeled after a regulatory sandbox.
The Lithopy policy and design sandbox engaged stakeholders in blockchain
smart contracts and regulations of an imaginary “smart village” using a simulat-
ed ledger on a server (testnet) in 2 — 4 hours long workshops. In 2019 we con-
ducted five workshops with over 35 participants to design the sandbox. In 2020
we tested it with 59 participants in two workshops resulting in a structured
feedback on how to regulate a biased and adversary code. The experimental
form of algorithmic citizenship in the sandbox showed a preference for regulat-
ing code over audits and industry standards (rather than governments or mar-
kets).

Keywords: Blockchain, Distributed Ledger Technologies, Stakeholder En-
gagement, Policy and Design, Governance-by-design, Smart contracts.

Introduction

tion, deliberation and legitimacy.
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1.1  Frameworks, Interventions, Sandboxes

To address these structural challenges in the use of algorithms and new services for
governance and decision-making, researchers proposed various interventions and
frameworks. They try to increase the transparency [8]-[10], oversight [11], [12], ac-
countability [8], [13], [14], but also participation and engagement [15], [16] with
algorithms and data. Beyond these numerous interventions and frameworks regulating
Als, ML algorithms and blockchain systems, we can identify two strategies. One re-
duces and transforms the values and regulations into code and data [17], such as pri-
vacy-by-design [18], society-in-the-loop [19], [20], and adversarial public Al system
proposals [21]. This “governance-by-design” strategy differs from the various aspira-
tional ethical frameworks and tactics that try to separate the regulations from the
code. This second strategy insists on an oversight by a public institution or independ-
ent body outside the platforms and systems through laws, regulatory oversight, audits,
industry standards [22]-[25], but also “social licenses” in cooperation with communi-
ties [26] or even “people’s councils” [27].

The regulatory sandboxes [28], [29] present a third, experimental alternative to
these aspirational ethical frameworks [30], [31] and equally popular “governance-by-
design” [18], [32] and “value-sensitive design” initiatives [33]. Sandboxes address the
structural challenges of algorithmic governance and automation [1] by connecting
deliberation with experiments that work simultaneously with regulations and code
without reducing one to another. Instead of reducing and transforming the various
demaocratic values and regulations to code, such as privacy-by-design [18], society-in-
the-loop [19], [20], adversarial public Al system proposals [21], or insisting on the
oversight by a public body outside the infrastructure, the sandboxes support hybrid,
tactical and situated engagements with automation and infrastructure [16], [34], [35].

1.2 Legitimacy and Efficiency: “Good Enough” Solutions with Friction

The sandbox alternative to the universalist models of regulating (with) algorithms
leads to “good enough” solutions that are open for further iterations and modifica-
tions. The processes of negotiation and design reiterations do not separate nor reduce
the regulations from/to code. They support friction by “slowing down” the technology
and increasing participation and understanding of the issues involved in the technical
decisions about the architecture of the system (open source, closed, in-house solu-
tions, permissioned, permissionless etc.). Their main advantage is in giving a direct
experience of the effects combining design and policy for a particular contexts and
concrete community.

To support legitimacy along with efficiency in these new promissory infrastruc-
tures, we have to reflect upon the dichotomy between regulation and code, institutions
and platforms and question whether it makes sense to develop them independently of
each other. Instead of reducing and simulating the democratic processes to a level of
code or strictly separating regulation from code and insisting on a more decisive role
of the government institutions, we can actively support the hybrid and complex ar-
rangements. The tensions between regulation and code in the sandboxes are produc-
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tive and support experiments that challenge both, the institutions and platforms while
emphasizing the issues of engagement, participation, and representation.

To tap into these hybrid opportunities of connecting regulation with code, we de-
fined the algorithmic future as a problem of experimental and hybrid governance
rather than a technical or governmental teleology of better Reg or Tech. In what fol-
lows, we will describe the process of designing such sandbox for supporting experi-
mental and hybrid governance, including the mistakes which informed the final de-
sign. While we originally envisioned the sandbox as a space supporting collaborative
work on the future scenarios of algorithmic governance, the 2019 workshops showed
more urgent need for a tool gathering personal attitudes towards issues of code and
regulation. Lithopy project was never a user study but a research into stakeholder
engagements and we never collected any personal data on the participants except their
self-identification in terms of their knowledge of blockchain technology and/or gov-
ernance issues and interests.

2 Lithopy Sandbox

The critical engagements with algorithms via frameworks, interventions and sandbox-
es respond to various challenges in algorithmic governance (safety and security, bias,
justice, participation, deliberation). The original focus of our research in 2019 was
anticipatory governance of the emerging blockchain-based infrastructure for which
we designed a “testnet” (running a simulated Hyperledger Fabric permissioned block-
chain ledger) with a simulation game for 12 stakeholder roles [36]. In 2019 we orga-
nized five workshops with 35 participants that used a simulation game later formal-
ized as a sandbox used in 2020 workshops.

The cards with the roles explored the various stakes in regulating algorithms and
data in the near-future scenarios based on four functional smart contracts. The con-
tract (becoming citizen, marriage, partnership, owning property) governed the life in
the imaginary “smart village” of Lithopy consisting of functional permissioned block-
chain services. To show how it feels to live under the extreme blockchain governance
with automated contracts, we created a design fiction movie about a typical day in the
village where people sing with 3D printers, move around their large coins, and per-
form various transactions in front of the satellites and drones. The artistic aspect of
the project created an intentional ambiguity to support creative engagements with the
code and regulations.

2.1  Surveillance, Automation, Deliberation in the Sandbox

The experience with the extreme forms of surveillance and automated governance
over satellite and drone data in Lithopy informed the discussions but also the voting
and decision-making processes in the workshops. In 2019, 35 participants took part in
the 5 workshops with a questionnaires that also served as a training material for ex-
plaining the various tools of regulation of the emerging technologies (from govern-
ance-by-design to market incentives, codes of conduct, 1SO norms, provision of ser-
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vice, laws, moratoria etc.). The participants watched a design fiction movie about the
life in the village and interacted with the blockchain services over a dashboard and
templates documented on the GitHub to decide upon the future of their community?.

While modifying the code for the testnet, the participants made decisions on the
type of regulations of these future services through voting and deliberating. In 2019
most participants (16 out of the 18 that left feedback in a written form and majority in
the group discussions) expressed a strong interest in hybrid, onchain and offchain
combination of code and regulations but complained about a lack of skills to do this.
Participants did not feel competent to decide on the future scenarios of their commu-
nity. In the discussions, they would slip out of their stakeholder roles into personal
opinions and issues with algorithmic governance in general.

2.2 Individual and Social Agency over Code and Regulations

The most important outcome from the 2019 workshops became a proposal for an
environment or service that supports stakeholders in giving feedback in their natural
languages about regulations, but also code. This led to the idea of a hybrid sandbox
that uses the model of regulatory sandboxes [37] to support more participatory and
public engagements in concrete scenarios of algorithmic services and governance.

Rather than a specific set of regulations, values or codes that make life in Lithopy
safe and frictionless, participants demanded respect to their social and individual
agency. We describe this demand as call for “experimental algorithmic citizenship”
that we explored in 2020 over a hybrid and public sandbox. The experimental algo-
rithmic citizenship involves continuous deliberation upon, but also prototyping and
testing of blockchain services.

The failure of the original simulation game with stakeholders practicing anticipa-
tory governance to agree upon scenario changed the goal of the data collection pro-
cesses. From identifying scenarios for anticipatory governance of blockchain services,
Lithopy became a tool for participatory and co-design-oriented engagements in regu-
latory sandbox and environment for mixing code and regulation.

2.3  Different Formats of Engagement

The several iterations of the Lithopy project followed different formats of public en-
gagement in issues of algorithmic governance. The first iteration was the exhibition
from March till November 2019 of Lithopy as an installation in two locations (Italy,
Czech Republic) followed by five workshops on the stakeholder game (Germany,
Israel, Bulgaria, USA, and the Czech Republic) in universities, museums, festivals,
and hackerspace settings. In the installation, visitors interacted with the blockchain
services over a dashboard by becoming citizens of Lithopy and offering imaginary
assets and partnerships in the blockchain ruled village. In the workshops, participants
used templates of functional smart contracts to learn the basics of Hyperledger Fabric

! Documentation of the code, forms and training material https://github.com/anonette/lithopia
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permissioned blockchain services and give feedback on the type of regulations they
wish to see in their community.

The original hypothesis [36] that the primary purpose of this simulation is to ena-
ble stakeholder negotiation over blockchain futures as a form of anticipatory govern-
ance proved unrealistic. Participants expressed frustration with the simulation and
their roles because of their strong personal opinions and attitudes towards intrusive
technologies in general. Based on the 2019 workshops, we realized that the majority
struggles to understand the infrastructure and there was never enough time to support
the engagement between the stakeholders. Rather than learning code or regulations,
participants expressed a wish for an interface or system that allows them to translate
their personal views and feedback directly into both, the regulation and code. They
felt overwhelmed by the impossibility of catching up with all the necessary skills to
influence the future development of the blockchain services (in the questionnaire we
had 5 explicit calls for improving code literacy).

3 Algorithmic Governance: Users and Stakeholders

To respond to this need for direct engagement with the blockchain services over natu-
ral language without becoming experts in programming or governance, we decided to
transform the simulation into a sandbox. Regulatory sandboxes support stakeholder
interactions over stakes and interests that directly influence the code and regulations.
In this sense, they embody what one of the 2019 participants described as an actual
interface that translates the natural language (values or goals) into regulations but also
code (infrastructure) and enables the different stakeholders to give feedback in paral-
lel about the algorithms, data, code and regulations. Based on the discussion and
feedback, we modified the original emphasis on the future (anticipatory) blockchain
governance and scenarios described in our early articles [36], [38]. We redefined the
whole environment as a hybrid sandbox for experiencing citizenship and personal
agency under one discriminatory contract that participants have to figure out how to
regulate.

The contract that attracted attention and became central in the sandbox was the
ownership of a property. We used this contract to include a discrimination that pre-
vents selling and buying of property by anyone who identifies as “Czech”. Partici-
pants then followed a questionnaire on various strategies how to identify such bias
and discrimination in the code and how to mitigate the problem on a level of regula-
tions. While familiarizing with the regulations and the smart contracts, participants
decided on which level to regulate it (blockchain architecture, community, industry,
market, and government). The goal was to improve the blockchain governance in
their imaginary village by providing feedback which we gathered in 2020 and visual-
ized in the Tableau Story.
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3.1  Stakeholder Cards

In the first three 2019 workshops, we assigned stakeholder roles to the participants
(see Figure 1) to protect their privacy in the research, but also to simulate the potential
conflicts that will lead to the collaborative future scenarios. The 12 stakeholder cards
and roles described the different expectations and attitudes towards blockchain and
Distributed Ledger Technologies (DLTSs) broadly defined as “positive,” “negative,”
and “neutral”.

The roles had ambiguous relations to technology and regulations even if their over-
all attitude was described as “positive” or “negative”. For example, the police chief
interest in safety and security issues meant a positive attitude towards timestamping
of the body camera content (prevention of tampering with data) but s’/he was also
worried about new types of cybercrimes. Similarly, the data regulator had a mission to
audit how the new services fit the existing EU data protection framework, such as
General Data Protection Regulation (GDPR). S/he experienced however a clash be-
tween the protection of fundamental rights and another government policy promoting
innovation, transparency, and accountability (which the blockchain supports).

We recruited participants as volunteers during conferences, workshops, and sym-
posia related to issues of technological art, design, algorithmic governance, and public
engagements in science and technology. Since many of them shared interested in
technology, they often refused to play the stakeholder role in some part of the simula-
tion and voiced their personal opinion. There was also never enough time to collabo-
rate on the scenarios with other stakeholders.

dium-sized enterprise SME)

registry, and
business, and you are \
had to fire several of y

strike and to dema
that will include your business interests,

Attitude: negative, confrontational
Issues: obsolescence, disappearing jobs, lack of resources to Innovate

ADD ISSUES TO ADDRESS OR QUESTIONS & IDEAS:

Fig. 1. One of the 12 stakeholder cards summarizing attitudes and issues related to blockchain
governance.

Typical example of such conflict between a personal opinion and the stakeholder
role is the following quote: "My hacker identity would argue for the continuation of
the Lithopy blockchain system as OK because | can hack it, but myself, | would dis-
continue the use because it is too easy to hack. | would maybe agree only with outside
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regulations and only for easy, low stakes transactions such as exchange food for val-
ue” (Hacker stakeholder in workshop 2). In the last two workshops, we abandoned
the stakeholder roles. This improved the focus on the individual reactions, especially
to the biased code in the contracts and made the experience more realistic. It generat-
ed more concrete ideas on how to combine code with regulations to prevent the biased
and discriminatory smart contracts.

3.2 Principles and Rules

When facing the discriminatory contract, participants insisted on principle-based
regulations that are aspirational rather than rule-based. They demanded a change of
how code and regulations are designed and implemented (we interpreted this as a call
for sandboxes) rather than only improve some rule (such as that the services should
not include nationality as data point). In the discussions, this was often described as a
need to level up the whole process of designing the new services to include more
citizens and stakeholders in the process and not rely only upon experts.

Instead of concrete, code or policy-based interventions and rules, the participants
demanded an environment, in which they will be heard and respected as stakeholders
rather than only users of future services. Instead of frictionless design or software
embedded with various values that reduce the citizens to users of future service, the
participants demanded interfaces and environments, in which policy and design play
an equal part. We decided to use the model of regulatory sandbox environments for
their ability to engage the users as stakeholders in testing and auditing the services
rather than insisting on the scenarios of common future [36].

3.3  Regulating Discriminatory Smart Contract

The purpose of the discriminatory smart contracts was to show how easy is to in-
clude a bias in the code and that often this remain invisible. We intentionally im-
mersed the participants in the actual code of the smart contract written in JavaScript
and Hyperledger Composer object-oriented modeling language to provoke the partici-
pants. The variables were readable (owner, newOwner, LithopyPlace) and the logic
simple.

Most participants (28) in 2019 had not programming experience, and while they
appreciated the readability, many felt uncertain about what they missed when reading
the code and, and at various points, refused to engage with the code. After showing
and explaining the blockchain system and the actual code of the application (smart
contract for changing ownership of an asset), we asked the participants to create an
adversary or evil “smart contract” that contains a bias. We used a simple example to
show how easy is to introduce such bias in the managements of assets/properties in
the village. Not one of the non-programmers in the workshop ever tried to work with
the code even when we spend time and effort to explain the logic and tried to propose
some help in influencing the code.
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3.4  “newOwner.origin !=="'Czech'”

The command “newOwner.origin !== 'Czech™ excluded people based on their na-
tionality from property transactions. It made structurally impossible to get a property
in the “smart village” as Czech. Participants in all workshops reacted to this adversary
code with lengthy group discussions about the dangers of data collection and personal
information used in such future services. They became increasingly concerned that
such bias is maybe difficult to spot, especially when the code of the service is not
open source.

The discussion on making the contracts open-source and supporting transparency
led to a new insight that it is unclear (at least in Lithopy) who is responsible for audit-
ing the code of the services, to whom they should report and who makes the decision
on the change on the level of code. Part of the participants (5) insisted that because of
this uncertainty, smart contracts should be limited only to specific (less sensitive)
domains, but not personal relations (marriage, property). Part of the participants also
insisted on deploying contracts only after we clarify the regulations (3). Most reac-
tions were less concrete in terms of steps and not very actionable in the case of the
imaginary village.

Before playing with the template of the biased contract, most participants (25)
feared surveillance and lack of privacy in front of the satellites (which they saw as a
prominent scenario in the design fiction movie). The initial discussions were full of
mistrust of both regulatory bodies and the developers of the services. After exploring
the “evil” smart contract participants became more interested in the actual issue of
auditing the code and data in the smart contracts, ledgers and databases.

We consider this sudden emphasis on auditing (by participants in 2019 and 2020)
directly connected to the actual experience of prototyping and engaging with the code.
The typical reaction at the start of the workshop after showing the design fiction mov-
ie would be: “No way! Privacy, costs that are not known, filming me all the time (the
reasons for this refusal)” (stakeholder Mayor in workshop 2) or “No, it is very prob-
lematic to feel free or perform your own identity to be under control all the time”
(stakeholder Editor in workshop 2). After prototyping, the reactions were typically
less about the fear from a particular technology and more about the importance of
preserving the democratic institutions and values: "I would argue for continuing with
blockchain-based systems but only with outside regulations. A balancing act seems to
be required. Government regulations, in a sense. Would depend on the type of gov-
ernment. | would desire less such a system if it was a fascist dictatorship that could
push unethical regulation and design them into the code” (stakeholder Citizen in
workshop 2).

The demand for an outside (offchain) regulation was particularly strong in the de-
bates (and from 17 participants in the questionnaire). In one case this included a par-
ticular, concrete and restrictive clauses: "1. you can't fly your own drones, all drones
need approval 2. contracts can't be overturned without outside approval 3. you can't
make a contract to do something illegal” (stakeholder Policeman in workshop 2). This
stakeholder also demanded that blockchain and satellites services in Lithopy are de-
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signed by public institutions (or through a public-private partnership). If that is im-
possible, s’/he would infiltrate the private companies as a security prevention: “The
developers should work on the architecture with government officials to introduce
very strict centralized blockchain system... in order to achieve control, I will choose
to infiltrate the development group to have better understanding and influence, ability
to report.”

The original question whether we should reduce all regulations to code or insist on
institutions as safeguards from code turned into a search for more pragmatic and hy-
brid combinations of regulations and code that emphasized audits. The research trans-
formed from understanding anticipatory governance of blockchain services via sce-
narios over simulated stakeholder roles to a blockchain sandbox for individual experi-
ences with algorithmic governance and for gathering individual feedback.

4 Programming, Auditing, Regulating

The participants in the first three 2019 workshops questioned the sharp dichotomies
of code (algorithms) and regulations (norms, laws), networks (infrastructure) and
institutions and the whole idea of old and new forms of governance (without or with
technology). They viewed the issue of governance as a problem of asymmetric control
over both, the regulation and code, that gives too much power to the experts. The
legitimacy as the primary purpose of regulation and law, meaning preventing the arbi-
trary decisions by influential stakeholders, was clearly failing in the case of regulation
of new blockchain systems prone to numerous scandals around forks and forking.

Legitimacy is also an issue for the strict government interventions and regulations
that ban certain technologies and try to protect the absolute state sovereignty in defin-
ing standards, norms, and rules. The regulations can create a different asymmetry of
power and arbitrary decisions made by the policy “elites” that simply know how to
tweak the governance system.

4.1  Independent Audits

In the five 2019 workshops, only 2 participants from the 18 that left some written
feedback chose strict government interventions as a model for the anticipatory gov-
ernance (in the group discussions this was a minority). One of the participants (num-
ber 13 who refused a stakeholder role in workshop 4) expressed this as a general pref-
erence for a “slow regulation” and neutrality: “Automated contracts seem to be dan-
gerous. As bad as non-automated bureaucratic systems go, their slowness and need
for constant intervention can sometimes work as a check and balances system.” The
participant changed his/her opinion on the regulation after prototyping some of the
contracts and emphasized the importance of non-government organizations and codes
of conduct that can also slow down and “introduce friction that ensures a proper
review." The extreme call for strong government regulation was expressing a need for
a process that creates friction and slows down the automation (like in blockchain min-
ing) rather than insisting on the necessity of government institutions.
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The majority (14 out of 18 that left written feedback in the questionnaire) preferred
more hybrid arrangements between the onchain and offchain regulatory processes.
Popular category in the questionnaire was on independent auditing of the code and
data supported by certification processes to create public trust. The category of audits
was also supported by the majority of the participants in the more structured 2020
workshops as we can see on Tableau story 4d “Future of RegTech Preferences” (31%
consider it as a priority and 20% as very important)?.

4.2 Audits as Hybrid Tools of Governance

Rather than preventing the interactions of code and regulations or reducing everything
to one side, most participants called for hybrid, democratic and open design and poli-
cy processes that address both in parallel. In 2019, this led to discussions on how to
involve non-experts and the natural language in the process of auditing the services
without reducing this only to experts in the regulations or code.

The emphasis on involving non-experts was crucial for many participants in the
discussions and while some viewed this as an issue of increasing literacy, most em-
phasized the "friendly" interfaces for influencing both code and regulations that also
allows public audits. This “translation” of code and regulations into the natural lan-
guage was viewed as the most important intervention that would make the blockchain
futures in the Lithopy democratic.

In the final 2020 iteration of the Lithopy as a design and policy sandbox instead of
only asking how many participants prefer audits, we also offered two forms of “audit-
ing”: one happening ex post (lean model of development and regulation on the go
after implementation of the code) and the other happening in a regulatory sandbox
before implementation (with emphasis on defining algorithmic “accountability,” im-
proving the system specifications and testing how it behaves under different condi-
tions).

4.3 Audits Supporting Friction or Design Interventions

The two 2020 workshops provided more structured data from 59 participants visual-
ized on Tableau and published as a dataset’. Majority (72%) demanded a sandbox
(and 19% viewed this as priority) while only 12% expressed trust in the common
“lean” model of implementation of new algorithmic services (Tableau story slide 6.
“RegTech via Audits: overview”). The participants insisted (47% as a priority and
27% as very important) on audits that probe the “robustness of the algorithms (bugs,
vulnerabilities)” via security and penetration testing methods or code reviews (soft-
ware quality assurance). It was surprising that despite the calls for hybrid regulation
and code interventions and support for the sandbox, regulation was perceived as a
technical matter rather than a compliance intervention (the lowest number 31% views
“regulatory compliance” as a priority in such audits).

2 AlgoGov Research Data from Lithopy sandbox, Tableau story https:/tiny.cc/lithopy
3 https://tiny.cc/lithopy
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The participants who preferred the technocratic audits of the code also expressed
strong preference for checking the transparency and quality of the data (54% of them)
and the accountability of the governance structure of the platform (50%) (Tableau
story slide 7. “What to audit and how?”). This emphasis on well-designed and trans-
parent system that makes impossible attacks, misuses, and mistakes was surprising.
Rather than friction and “slowness” (regulatory compliance), the participants seem to
support the goals of frictionless and anticipatory design [39], [40]. Despite their expe-
rience with discrimination and bias, they still expected this to be solved on the level
of code but under more public oversight.

4.4  Independent Audits or Institutional Oversight

Majority of participants in 2019 expressed a keen interest in the possibility of inde-
pendent audits of the code and data before they are offered as a service to the public.
While few imagined (9 responses) that this can be done by an independent institution
(NGO) that is responsible to the Lithopy government, there were also proposals for a
government agencies that use testnet (testing network for decentralized blockchain
services), on which representatives of the smart village can explore and test the con-
tracts before implementation (2 responses).

The public audit of the contracts conducted by government lead directly to the idea
of a public sandbox for algorithmic governance. Few of the proposals (6) also advo-
cated hybrid combination of technology and policy in the auditing process, Als and
humans following the inputs and outputs of data. The importance of auditing the code
and data by independent institutions was expressed followingly: “There should be an
auditing body that follows the regulation and jurisdiction, in which the contract is
operating. (In algo-governance) we need to insist on a democratic process and 360-
degree feedback, the involvement of individuals... even in the code” (stakeholder
Hacker in workshop 2).

Others emphasized a more hybrid, technology and governance driven mechanism
for auditing: “I would prefer some auditing and certification requirements to e- in-
centivize industry to self-organize... as with most anything, I believe a multi-
stakeholder action approach can result in the most balanced approach geared to
support long terms capability” (stakeholder Citizen in workshop 2). This participant
also ticked auditing and “penetration testing,” a form of audit common in the security
industry as an appropriate model for regulating Lithopy and emphasized the im-
portance of government and industry agreements.

The importance of independent auditors as the translators of our natural languages
concerns and hopes into laws and regulations but also code was most clearly ex-
pressed by the following participant: “Perhaps the system should not allow access
before you are 18 or 16? In the auditing, we need someone to translate what the cod-
ers make and explain it to the lawyers and some litigators invested in civil rights that
will review the code.” (stakeholder from an NGO in workshop 2). This participant
also gave feedback about the workshop as "ideal for coders who need to understand
social ramifications of what they are building through code, but democratic future is
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ensured by involving public servants in it, they should be the one telling the coders
what contracts to code."”

In the two 2020 workshops (Tableau story 6d “Audit values and priorities”) , the
“independence of the auditing body” was a high priority (41%) followed closely by
more technocratic attention to the “transparency of data” (44% consider it a priority)
and security of the services (44% consider it a priority). The 2020 sandbox as a hy-
brid environment for improving both code and regulations and exploring algorithmic
citizenship showed that the participants had low trust in government interventions in
Lithopy. They demanded a better cooperation with the industry that would improve
the services under the guidance of independent organizations.

5 Conclusions

The extremes of “governance by design” (code) and “policy by moratoria” (regula-
tion) lead to arbitrary exercise of power and loss of legitimacy. To support transparent
and just policies guiding the future services and algorithmic governance we need
environments and services that engage the public with both, code and regulations and
support independent audits that balance the principles with the implementation of the
rules.

What the workshops in 2019 and 2020 show is the value of public engagement in
these governance and regulation process that influence the code and future infrastruc-
ture. The current emphasis on ethical frameworks for algorithmic governance often
supports only the aspirational values and principles and fails short in implementation
or the design of the rules in code and regulation. The technocratic insistence of trust-
less networks or smart cities solving all policy issues on the level of code reduces
everything to such issues of rules. The problem with rules without principles and
aspirations is the emphasis on efficiency ignoring any issues of legitimacy. The work-
shop showed that there is a need for more hybrid approach that emphasizes public
oversight and agency to influence and transform the code and regulations.

We need tools and environments that combine the aspiration value of the principles
with the rules and pragmatic choices we make on the level of code and algorithms.
The future of algorithmic governance is neither about inventing the ideal consensus
mechanism nor about more stringent consumer privacy protection laws (such as US
Federal Trade Commission or similar EU regulations related to GDPR). No consensus
mechanism or service will ever prevent a future fork that will defraud part of the us-
ers. Neither will $5.0 billion settlement with Facebook prevent future algorithmic
scandals and excesses. The challenge we identified in our 2019 and 2020 workshops
is to create a public space and environment (described as sandbox) where citizens can
experience, understand, test, and improve such future infrastructure and policy in
parallel.

Public sandboxes for connecting policy and design have the potential to improve
the trust in public institutions but also technical infrastructure by allowing the partici-
pants to experience and identify the preferred form of algorithmic citizenship in near-
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future scenarios. Such environments allow participants to anticipate and prevent prob-
lems and excesses rather than create ex-post or ex-ante regulations.

The main problem in the current attempts to combine regulations and code is their
democratic deficit and ahistorical narrative (often inspired by game theory concepts or
ideas of crowdsourcing or “crowd-pleasing” public sentiments as something that is
constant). These deficits of algorithmic governance show the limits of all “rules-based
systems” no matter if they use code or law. If our goal is to preserve a free and demo-
cratic society, it is not enough to concentrate only on the concrete regulations that fit
the existing public sentiments, nor the technological solutions supported by powerful
lobbies and platform owners.

This research identified the possibility of a public sandbox as an environment that
enables stakeholders and citizens to influence how code and regulation are actually
created and implemented. Rather than insisting on more security/penetration testing or
more stringent laws (that are often impossible to implement), we need to increase the
direct and public engagement with both, regulations and code, based on independent
audits that support the division of powers.

The purpose of a hybrid and public sandbox is to support experimental forms of al-
gorithmic citizenship. Only when we level the grounds for different stakeholders and
citizens to engage over code and regulations, they can form a community or a future
"smart village". Whether we can achieve this by supporting more code and regulation
literacy or by concealing them and translating them through interfaces, procedures,
and intermediaries into natural languages remains a challenge.
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Prototype system for remotely monitoring and
managing second-hand clothing collection
containers
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Abstract. The current collection of second-hand clothes containers that
Céritas has distributed throughout the Community of Madrid presents
some inefficiencies. Through the remotely monitoring of these containers,
this project intends to address and reduce them. To do this, a study of
the different alternatives on the market is carried out and a prototype
is developed to check the functionality of the system. The system is
composed of three different parts: a hardware or device composed of an
ultrasound sensor that sends the free capacity of the container through
the communications network of Sigfox to its own back-end. By creating a
callback this message is redirected to the Microsoft Azure cloud platform
where it is processed, stored and displayed. In addition, the user can know
the capacity of the containers through a web application or front-end and
create optimized routes based on this information.

Keywords Arduino MKRFox 1200, Azure IoT Hub, Azure Blob Storage,
Azure Maps, Azure Time Series Insights, back-end, Céritas, Digitalization,
front-end, monitoring, Sigfox

1 Introduction

This study is part of the Moda Re- project of Caritas Madrid, whose objective is
the recycling of second-hand clothes through a network of containers distributed
throughout the Community of Madrid.

Right now the clothes collection system has many inefficiencies caused mainly
by the lack of knowledge about the real volume of the containers. This causes
containers that are not yet full to be collected or others to get overflow, with
bags of clothes accumulating on the outside. This creates a problem of clothing
theft and bad image for the organization that can be solved by implementing a
system to know the capacity of the containers in real time.

For this purpose, a collaboration project between Céritas Madrid and the
Fundacién Ingenieros ICAI has been set up to monitor the free capacity of the
containers. The aim is to provide the organization with a system to improve
efficiencies through the optimization of the collection routes. The system will
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consist of sensors placed in each container that will measure the space available.
This data will be sent through an IoT communication network to a back-end
platform where it will be processed and stored in order to be represented in a
front-end.

This paper presents a first analysis of the system and the implementation
of a prototype to validate results useful for future massive deployments. The
developed system combines currently leader technologies such as Arduino, as
hardware platform, Sigfox, as communication network, and Microsoft Azure, as
Cloud platform.

The remainder of the paper is organized as follows. Section 2 presents the
analysis of the different technologies and solutions available for this kind of
systems and justify the technology selection in this case. Section 3 describes the
design and development of a proof of concept for the target system. Section
4 presents the validation of the developed system. Finally, section 5 draws
conclusions and discuss future works.

2 Analysis of the state of the art

Currently there are a large number of companies in Spain and around the
world that are dedicated to the implementation of container monitoring systems.
Although depending on the content and the application in particular there are
many variations, all the systems are characterized by being supported by the
three key pillars shown in Figure

— a set of devices placed in each container that are in charge of evaluating the
free capacity;

— a communications network that is used to send the data from each device to
the back-end;

— a back-end where the data are processed, stored, analyzed, and represented
though a dashboard.

)

A study of each of the parts of the system has been carried out, analysing
which of the different options are optimal for the application of the project,
considering both technological and economic parameters.

The first element to be decided is the communications network, since it
will condition both the development of the device and the back-end. For the
communication system, LPWAN (Low Power Wide Area Networks) technologies
are chosen over others since they perfectly fit the application requirements (i.e.,
low data rates, very low consumption, high coverage) [1]. Emitting at fairly low
frequency allows them to cover large areas, being able to reach all containers.
On the contrary, there is a penalty in the bandwidth being able to send only
a limited amount of information. Anyway, it is foreseen that one or two daily
measurements will be made with very little weight each, so this would not be a
restriction for the application of the containers.
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Fig. 1: Overview of the system operation

Within these networks there are two groups depending on whether the frequency
band used has its use restricted or not. The MNO (Mobile Network Operator)
networks use an existing telephony network and include NB-IoT and LTE-M.
They provide security and reliability at the expense of higher cost [2]. On the
other hand, the main non-MNO networks are Sigfox and LoRaWAN, which have
cost advantages but lose reliability [3].

Despite the fact that the characteristics of all the networks are very similar
for the development of the project, we have chosen the Sigfox network, which
has advantages when it comes to implementation and development, since its
operation is not based on SIM cards such as in the case of NB-IoT or LTE-M.

Once the communications network has been chosen, the Arduino platform
was chosen for the development of the prototype due to its simplicity and
cost. Among other options the purchase of a device that was too expensive
for the prototype or the development of an ad-hoc board which would entail
a high time and cost were considered. Therefore, the Arduino MKR 1200 was
selected because it comes with a Sigfox communications chip, which facilitates
communication without adding an extra communication module and is affordable.
A measuring sensor is incorporated to fulfil the functionality of reading the
capacity value. In addition, the battery consumption is quite low.

Finally, for the development of the visualization platform you can choose
between an own development or the use of a cloud service. The latter option
is chosen for its advantages in terms of cost, maintenance, commissioning time,
reliability, security, and scalability. Most of the companies that sell these services
have specialized services in IoT. Among the three main ones are Amazon Web
Services, Microsoft Azure and Google Cloud, but the use of the Microsft Azure
platform is chosen for the development of the prototype due to its wide range of
tools specialized in IoT [4].

3 Description of the developed system

After analyzing the different possibilities of implementation, it is determined
that a prototype of the system based on the Sigfox communications network
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will be developed. The objective is to send the free capacity data from a device
to a backend where it is processed, stored, analyzed and represented in a web
application.

To make a correct volume measurement it is necessary to analyze the type
of sensor that best fits this application. Among the three evaluated ones (i.e.,
weight sensor, infrared, and ultrasound) the ultrasound sensor is chosen due to
its good performance and robustness of the measurement. Its main advantage
is the conical shape of the wave with which it is possible to sweep the entire
volume of the container in a precise manner, as opposed to the infrared sensor
which has a linear wave. For the design and development of the prototype, we
have chosen to use the SRFO4 model [5]. This sensor has been connected to an
Arduino MKRFox 1200 board whose function is to interpret the sensor reading
and send it to the backend through the Sigfox communications network (the
board itself includes a chip to facilitate communications with the network [6]).

Two tests are carried out to check the correct operation of the device. In the
first one, the ultrasound sensor is calibrated by making different measurements
at known distances. It is checked that the theoretical formula [I] to obtain the
distance as a function of the time between sending and receiving the wave [7]
fits the obtained results, with a small measurement error that can be considered
negligible as it does not affect the application.

D(m) = 1)

 22343m/s )

In the second test the device is subjected to real conditions inside a container.
The aim is to determine whether there is interference with the walls due to the
conical shape of the wave. It is observed that there is a small maximum error
margin of 6 cm when the distance is less than 70 cm. Despite this, the operation
is considered correct for the application as no high accuracy is required.

For the communications part, the network used is Sigfox, as it has already
been mentioned. This network is characterized by working in the ISM band at
868 MHz and being a UNB (Ultra Narrow Band) technology having low transfer
speeds, of the order of 10 to 1000 bits per second, but being able to cover large
areas (reaching 25 km in open field) [6].

Being in a free band one of the main problems that appear is the security and
reliability. To guarantee this, each message is repeated three times with different
serial numbers, thus ensuring its correct reception [§], and limiting the maximum
number of messages sent to 144 per day. [9]. Another of the main advantages
of the network is that it allows the location of the containers geographically by
means of triangulation, obtaining approximate coordinates in the Sigfox back-
end. As it has been proved during the development of the prototype, the location
is obtained with too much margin of error (around 1 kilometer) so the containers
cannot be located based on Sigfox’s triangulation.

The flow of information of the developed system is shown in Figure [2| The
Arduino MKRFox 1200 sends the data to the Sigfox backend. Then, the information
is forwarded to the Microsoft Azure cloud platform that allows processing and
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visualization options. This will be done by means of a customised callback
available in the Sigfox backend for connecting it to the Microsoft Azure IoT Hub.
This callback is created by a HT'TP Request of type 'text post’ which sends a
JSON file with the predefined variables to the IPs defined by the connection
string of the previously created ToTHub device [10].

% Y sigfox I-_%I

Arduino MKRFOX Sigfox backend Azure loTHub
1200
CQueue in backend

Uplink Callback

Fig. 2: Flow of information of the system

The variables sent in this callback are the capacity value received from the
device, the real coordinates obtained by triangulation of the signal on the Sigfox
platform, and the assumed coordinates where the container has to be found.

Finally, this information has to be processed, stored and analyzed. To do
this, the Microsoft Azure platform will be used, which has tools that allow the
data to be processed in a simple, secure, and scalable way at different levels.
In addition, it enables the creation of a web application in which the user is
able to see the real state of the free capacity of the containers as well as their
representation on a map.

Figure [3| shows the flow of information at the back-end, as well as the tools
used within Azure for the development of the web app. The information is
ingested in the Azure platform through the specialized tool Azure IoT Hub,
from where the message is forwarded to the tool Azure Time Series Insight,
which allows a temporary display and processing of information. In addition,
the tool Azure Blob Storage is also used to perform cold storage (timeless but
slow access) and hot storage (with a duration of 7 days but fast access) which is
fed by Azure Time Series Insights. Finally, using an API, Azure Maps makes a
request for the information stored and processed in Azure Time Series Insights
which will then use the visualization app developed.

The Azure IoT Hub tool acts as a message center between the application
and the devices, allowing the ingestion of large volumes of telemetry data from
the devices |11]. Its operation is based on the creation of virtual devices with
their TP address that will be connected to the real devices.

Two different devices are created for the prototype: a real device that corresponds
to the device previously created by means of the Arduino board; and a simulated
device that will be used to facilitate the testing tasks and that will be created
by means of a virtual machine inside Azure.

This virtual machine has a Python file that simulates the operation of the
container device, sending random capacity values and predefined geographic
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Fig. 3: Flow of information in the system

coordinates. Using the connection string of the device created in Azure IoT
Hub, it is possible to send the data every time the file is executed, achieving an
identical behaviour to the real device.

Once the information has been received in Azure, it has to be stored. To do
this the platform has the tool Azure Blob Storage that stores the information in
the form of so-called blobs (data structures that do not adhere to any particular
data model or definition like text or binary data ) Within this tool, two
types of storage will be used. On the one hand, a cold storage will be used,
which allows a timeless use of the information, although it has a slower access
to it. The routing of this information will be done by means of a text message
brokering, which consists of assigning a text endpoint to the container for storing
the information . On the other hand, all the information is going to be stored
in a hot storage for a period of 7 days, since the tool Azure Time Series Insights
needs a quick access to the data that is only achieved with the hot storage.

To perform temporary processing and to be able to view the data, the use
of another Azure tool is required: Azure Time Series Insights. This module
is responsible for the collection, processing, analysis and consultation of data
obtained from the containers. It is designed mainly for the needs of the industrial
IoT, with tools such as multilayer storage, time series modelling, or low-cost

queries [14].

For the configuration of this tool, it has been taken into account that the
environment used is PAYG (Pay-as-you-go)[15], where the payment is based on
the data input, the time series are identified based on the device ID of each
device and a hot storage will be created to store the information so that it can
be processed efficiently.

The last tool used is Azure Maps that provides geospatial functionalities
by using maps with the objective of providing a geographic context for the
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application of the container [16]. The subscription is free and only has a cost
when the number of requests is very high.

The final objective of the system is to be able to know the volume status
of the containers in real time in order to optimize the collection routes. That is
why it is necessary to develop a front-end or web application through which the
user is able to visualize the information and manipulate it in a simple way. The
development of it has been based on the Microsoft project Azure IoT Workshop:
Real-Time Asset Tracking [17]. The web application is developed in an HTML
environment to which several functionalities have been applied using Javascript.
Many of these functionalities have been based on Azure Maps’ Microsft SDK
examples’ [18]. To obtain the data, both spatial and temporal, an APT call to
the Azure Time Series Insights and Azure Maps is used.

The main functionalities of the application are the obtaining of the capacity
data, the location of the containers in a map, the visual representation of the
state by means of a colour code, the representation of temporal graphics that
show the evolution, and the creation of routes between the points that need to
be collected.

Fig.4: Web application
In the web application shown in the Figure [3] three different areas can be
distinguished:

— a user interface in which the containers and their capacity are visualised and
some buttons that allow access to the different options of the application
(zone 1 - green);

— a zone where the temporal evolution of the different containers is shown
(zone 2 - blue);

— and a map in which the containers and their capacity are geographically
represented based on a colour code (zone 3 - yellow).

The basic functioning of the application is shown in the diagram represented
in Figure[5] When the application is executed, the capacity and location data are
obtained from Azure Time Series Insigts and with them the marks are created
on the map, the values are written in the user interface table, and the time series
are drawn. At this moment the program remains in a waiting position until a
button is pressed in the user interface that executes some functionality of the
application.
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If the button ’Create route’ is pressed, a route is created going through all
those containers whose free capacity value is lower than 20 %, starting and
ending in the Getafe base ship. This route is represented on a map and in the
table of the user interface the containers appear in order of collection. Pressing
the button ’container list” will return to the initial table showing all containers
regardless of whether they have exceeded their capacity limit or not.

To check the correct operation of the application the option to ’Add 20
points’ has been added which creates 20 bins with a random capacity. Finally,
the Update’ button repeats the reading process and executes the application
with the last values obtained.

Aplication run

|

Data collection (id, capacity, longitude and latitude) from Azure Time Series Insights
and save them in variables

Changes of type of obtained variables Refesh

Creation of the marks on the map, writing of the values in the user interface table
and drawing of the time seres

Waiting for actions

Route Crealion Cantainers List Add 20 points
Creates a route between containers  Update the table with the ID and Create 20 points with random
with low capacity. capacity of all containers capacity values
Ehows the route on the map and updates the It dizplays the containers on the map and
interface with the containers on the route updates the interface with the containers,

Fig.5: Diagram of how the web application works

4 Validation of the developed system

The aim of this paper is to carry out an initial analysis of the viability of the
Caritas project to monitor the clothing containers that are distributed throughout
the Community of Madrid. The final objective is, therefore, to validate the future
implementation of a system that will allow the organization to improve the
efficiency in the collection of clothes from the containers through digitalization.
In this section, a functional validation of the prototype will be carried out by
analysing the possible areas of improvement for the different components of the
system.

For the design of the hardware device, the choice of the ultrasound sensor
is considered correct since it carries out measurements with sufficient precision
and the conical geometry of the wave makes it ideal for the container. It has
also been proven that the 3 m range of the sensor used [5] is sufficient for the
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2 m height of the container and in the tests carried out it has been shown that
there is no negative influence of the container. There is a margin of error when
the distance is less than 70% that can reach an absolute error of 6 cm. In order
to improve the device, an ultrasonic sensor with better precision can be used,
although this would increase the cost of the device.

As communication network we have chosen to use LPWAN networks that
offer a long range at the cost of decreasing the bandwidth. For the application of
the project, where it is intended to make one or two shipments per day of little
weight, this is not an impediment. We have opted for the use of the LPWAN
Sigfox network. The main problem found during the development has been the
loss of messages. In areas where there is good coverage the message was sent
and received, but in other trials where coverage has been reduced there has
been loss of messages. This is a very serious error to be taken into account
as it can cause serious problems for the organization by overlooking containers
that are full on the collection routes, making the system unusable. To solve this
problem there are several possible solutions. On the one hand, it is possible to
opt for the creation of a downlink communication when a message is expected
but not received, thus ensuring a re-sending of the data when it has not been
sent correctly, ensuring the correct communication. Another option consists in
the implementation of signal repeaters near the containers where the coverage
is low in order to ensure a good communication.

On the other hand, it has also been purchased that the device coordinates
obtained during the development of the prototype by the platform are very
inaccurate in cases of good coverage (obtaining an error of more than 1 Km)
and null in areas where coverage is low. This makes it impossible to use the
location of the network to determine the position of the containers. As a solution
to this problem, the prototype has been developed so that each container ID is
associated with a geographic coordinate. In this way the location obtained by
Sigfox is only used in case the container is stolen and the distance has been much
higher.

Anyway, the network meets the system requirements in terms of bandwidth

and coverage in all areas and has the advantage of allowing a two-way communication
(although more limited[9]) in case it is necessary to communicate with the device.
It also has a lower cost associated with the rest of the communication networks.
The Sigfox back-end itself receives all the messages and is able to redirect them
automatically to the Azure back-end. It has been verified that there is a certain
delay of 1 minute between the sending of the Sigfox back-end and the Azure
platform, which does not exist when the sending is done from the virtual machine
with the simulated device. Anyway, this delay is not an important issue and
during the tests carried out no message was lost.

For the storage and processing of the data, the use of a cloud platform has
been chosen over the development of an own back-end because of its advantages
in terms of reliability, maintenance, and scalability. The tools Azure IoT Hub,
Azure Time Series Insights, Azure Blob Storage and Azure Maps from Microsoft
Azure have been used and integrated to receive, process and store the capacity
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data sent both from the developed device and from the device simulated with
the virtual machine. The results obtained are very good as they are tools that
allow easy integration at a low cost and high scalability.

The core of the project is the web application since it is the tool that the
user is going to use to know the volume of the containers in real time and to be
able to plan routes accordingly. To check the correct functioning, a test mode
has been developed that creates 20 containers with a random capacity between
0 and 100 percent. In this mode the program is also capable of creating routes
by selecting only those containers whose free capacity is less than 20%.

Among the necessary future extensions required by the application is the
development of optimal routes. The routes obtained in this first version follow
an order of creation based on a list that is not optimal, since this would need
the algorithms that go beyond the scope of a first validation of the project.

Finally, it is checked that the prototype meets the project requirements of
being able to provide the organization with a system to monitor the free capacity
of the used clothing containers in order to create optimal routes and improve
the efficiency of the collection system. This system has a low economic cost since
the associated costs of the hardware, communication network and back-end have
been optimized. It has a user-friendly user interface so that the application is
accessible to staff in the organization with any type of qualification. In addition,
it is highly adaptable and scalable thanks to the use of cloud platforms that
allow modifications to be made easily without the need to alter the system.

5 Conclusions and future work

Céritas Madrid currently has around 165 containers distributed throughout the
Community of Madrid in which second-hand clothes are collected for people at
risk of social exclusion. In order to achieve greater efficiency in the collection of
these containers, a system has been developed to monitor the free capacity for
the remaining clothes. In this paper an initial analysis of this system is carried
out.

Two phases have been followed in order to carry out this analysis: from an
analysis of the technological state of the system to the development of a small-
scale prototype and its functional validation for the application.

At first, an exhaustive study has been made of the technological state of this
type of technology. For this purpose, the different suppliers of this type of system
have been compared, determining what characteristics they have in common
(mainly battery power and the use of an ultrasonic sensor to measure the free
capacity). An analysis has also been made of what the different technologies are,
in the case of a system developed ad-hoc, which are suited to the project at the
level of hardware, communications system and backend. Finally, the use of the
ultrasound sensor and the Sigfox communications network is determined.

A prototype is developed that has the three functional parts of this system:
a device that performs the measurement, a communications network through
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which to send this information, and a platform on which to process, store and
display the information in real time.

The objective of the development of the prototype is the creation of a test
environment in which to test the functionality of this system with a view to
future massive deployment. It has been proven that the implementation of a
technological system that allows the collection of clothing containers in a more
efficient way can bring many advantages to a non-profit organization such as
Céritas.

On the one hand, the image of the organization would be improved. Currently
one of the main problems they have is that the clothes are not collected in the
containers and end up accumulating in bags on the outside of them. This creates
a bad image of the organization and the theft of the best clothes. This system
would prevent accumulation and improve the image of the NGO.

On the other hand, it would also make more efficient use of the organisation’s
resources. Another problem they have is collecting containers that are still empty.
With the help of the system implemented, the routes could be optimized to
collect only those containers whose capacity is equivalent to 80%, achieving a
reduction in the number of them. This would imply an economic saving, since
it would mean a lower expense in fuel and personnel that carry out the routes,
and a redistribution of the human resources to tasks where they can contribute
a greater value to the organization managing to create a greater impact to the
society.

With this project we want to demonstrate that the impact of digitalization
and technological development can be applied to all sectors of society. A non-
profit organization can also benefit greatly by applying new technologies to its
humanitarian work.

Among the main future works it is the implementation and development of
the complete system. In addition, it will be important to develop an algorithm
with which to achieve route optimization.

In the long term, it is necessary to study the viability of the project with
the company and to begin the development with a pilot phase in which possible
problems can be solved. This is when a large scale implementation will be made
causing a great benefit for Caritas.
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Abstract. Historically, the ocean has played a role in the Earths sus-
tainability, the socio-economic progress of the cities, and human well-
being. It is estimated that oceans generate USD$1.5 trillion annually to
the overall economy. From this revenue, 25% comes from fishing activi-
ties. However, 57% of the fish stocks are fully exploited, and another 30%
are overexploited, depleted, or in recovery. Small fisheries catch around
50%of the fish that is consumed in the world. Along with this problem,
there are other concerns related to fair-trade, equality, and decision mak-
ing. Technology can become an essential tool to improve monitoring and
enhance the decision-making process since it supports the generation of
regulations and public policies that contribute to environmental health,
economic prosperity, human well-being, equality, and justice. In this pa-
per, we present the concept of Smart Fisheries, how these can contribute
to sustainability and fair-trade, their role in Smart Cities and how so-
cieties could transition to this system. We also present the efforts made
by Remora Fishing Traceability to achieve these goals

Keywords: Ocean Sustainability - Smart Fishery - Smart Cities - Fish-
ing Traceability.

1 Introduction

One in every six people in the World depends on the Ocean for income, food,
and protection [1]. The ocean provides food, jobs, and regulates the climate.
From ancient times, the ocean has become an ally in the development of cities
and countries, and it still is. The Organisation for Economic Co-operation and
Development (OCDE) estimates that the oceans contribute USD$1.5 trillion
annually in value-added to the overall economy. [2]. This value represents 2.5
% of the world GVA El and almost 3 % of the GDP El But the non-economical
benefits are invaluable. Oceans are the backbone of life on this planet.

A quarter of the economic production of the oceans comes from fishing activi-
ties. According to The United Nations (UN) Food and Agriculture Organization
(FAO) [1], global fish production is estimated at 179 million tonnes in 2018,

1 Gross Value Added
2 Gross Domestic Product
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with a total first sale value estimated at USD 401 billion. From this production,
almost half (96.4 million tonnes) comes from capture. The marine capture rep-
resents 87.5% from the total. From the past three years, the marine fishing has
sustained growth of 5.4 %. 50% of what is extracted from the ocean comes from
small scale fisheries [3].

However, unsustainable human activities jeopardizes the marine biodiver-
sity’s natural ability to replenish. FAO estimates that 57% of fish stocks are
fully exploited and another 30% are overexploited, depleted, or recovering. [4].
Due to the over-exploitation of marine resources some advances in innovation
have been developed to collect data on where the boats are fishing and what
they are fishing. These are relevant tools to protect the marine fauna; never-
theless, these technologies are usually implemented in industrial fishing and no
cost-effective versions are available for the small-scale fisheries.

Small scale fisheries catch 50% of the fish that is consumed by the World [1].
According to experts there are approximately 3.2 million small artisan boats,
which measure less than 12 meters in length. A fundamental problem is that
they are getting very low margins for their catch, and in over-exploited oceans
this makes them spend more resources to catch the same amount or less. This
is a catastrophic cycle as they could be depleting the Oceans resources while
entering poorer socio-economic conditions and food insecurity. It is imperative to
find radical and more sustainable approaches to help small fisheries not to catch
more, but to get better margins for what they are already catching. Consumers
and technology are the key elements to help the small fisheries, using the market
forces to address sustainability and social development. The technology can be
used to prove fishers’ compliance towards sustainable practices.

In the present paper we present a concept of Small Fishery and how can play
a role in ocean sustainability and fair fish trade.

2 What is a Smart Fishery?

Fisheries play an important role in the development of coastal areas. In a very
simplistic approximation, fisheries can be visualized from two perspectives. The
first one corresponds to the coupled human-nature system.

A coupled human-nature system can define as integrated systems in which
people interact with natural components and that exhibit nonlinear dynamics
with thresholds, reciprocal feedback loops, time lags, resilience, heterogeneity,

and surprises [5]].

The second one, the fishery becomes an economical productive unit that
allows commercializing the product with potential costumers. Also, it organizes
the communities around fishing activities. In this line, an interesting approach
about the Fishery System is provided by Charles [6]. Figureshows the definition
of a fishery system proposed by the author.

In a second perspective, fisheries become an economic productive unit that
consist in the exploitation and commercialization of natural resources towards
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Fig. 1: Fishery System model [6]

potential customers. Mainly, it organizes the communities around fishing activ-
ities. In this line, an interesting approach about the Fishery System is provided
by Charles [6] which is summarized in Figure 1 . The system includes three
feedback loops, 1) the internal biological loop shows that we are dealing with
renewable resources, 2) the harvest feedback loop shows that the harvest is af-
fecting the fish stock and therefore it is affecting the future fishing possibilities,
and 3) the market feedback loop where the fishing fleet is used to harvest a
fishery resource. The catch brought to the market and sold is generating rev-
enue which might be dissipated out of the system or recycled in the form of
investments into the fishing fleet or fisheries. The system is simplified as it does
not consider the fish processing elements that are taking their inputs from the
market. Other key points in the system are the limited entry controls. There are
indirect methods of fishing mortality control including restrictive licensing (4),
catch limits control based on Total Allowable Catches (TACs)- represented by
B - and C- monetary controls. The fourth regulatory position D, new fishing
capacity entry controls, correspond to a new possibilities to integrate innovative
elements into the system.

A simplification of the supply chain that complements Figure [1] is presented
in Figure 2] The analysis of both schemes can contribute to the analysis and
their future interventions, and also allows to find opportunities, in terms of con-
servation and equity. A complete analysis of these benefits and their respective
interaction can be found in [7H10].

Figure [2] shows the main links of the supply chain, commonly referred to
as “from the sea to the table”. The economic revenue is distributed to each
segment; however, this distribution is not fair. Factors as informality, lack of
financial and production information, and the participation of many actors in
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Fig. 2: Simplified supply chain for artisanal fishing activity.

the commercialization affect the distribution. The most affected by this situation
are the fishers.

If the system cannot be measure, it will be not possible to control and en-
hance. This topic is the first of the aspects to consider a system SMART. The
concept smart refers to five points: Specific, Measurable, Agreed upon, Realistic
and Time-based |11]. In this case, the system is considered smart if its negative
feedback loop is constantly working to reduce the difference between the actual
and desired states (goals) of the system. An interesting approach of this principle
in fishing system management is found in [12]

When the term SMART is mentioned, there is the misconception to think
only about the adaptation of the technology in the process or system, which was
the concept in the first days of Information Technology [13,/14]. Nevertheless, the
complexity of the systems requires more than technology to consider a system
as SMART. It requires a synergy of economic, environmental, political, social,
justice, and equity perspectives [15H17]. In this way, technology is only a tool to
achieve its aim.

Enhancing a system with technology allows to obtain information that was
not possible before. Technology trends such as Internet of Things (IoT), Big
Data and Artificial Intelligence (AI) are powerful tools to reach this purpose,
but they are not the only step to consider a system as SMART. If there is
more reliable and updated information about the real behavior of the system, it
will be possible to generate better public policies and take decisions, that drive
to an enhanced operation of the system. Achieving multiples aims in terms of
sustainability, economics, and social progress. From this perspective it is possible
to the term define Smart Fishery.

A Smart Fishery can define as a coupled human-nature system enhanced with
technology in charge of breeding, catching, or selling fish, using sustainable
practices that contributes to economic prosperity, environmental health, the

human well-being as well as the equity and justice.

Figure [3] shows the smart fishery framework proposed, using as the base the
framework for the smart city developed by [18]. The scheme illustrates the in-
teraction for every component of a Smart Fishery. The first layer connects the
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fishermen’s communities and policies through technology in a bidirectional way.
The technology can address fishermen to have sustainable practices and demon-
strate that they are complying with the policies. On the other hand, it will get
reliable and profitable data to the decision-makers, to get more accurate policies.
The goal is not displace fishermen, but rather to help them become more resilient
by promoting efficient practices that guarantee ocean sustainability. In this way,
the technology will also connect the fishermen with the final consumer, ensur-
ing fair-trade schemes and the progression of economic prosperity and human

well-being
_(Final consumer}—___
=21 - e
{ Economy Governance
\_ : — —

Technology

Smart Fishery

Enviromental
Health

Fishermen
Communities

Human
Well-Being

Fig. 3: Smart fishery framework.

In the next sections, there will be a review for the main points in the concep-
tualization of a Smart Fishery, the applications, and benefits for the implemen-
tation of this concept as well the effort made by Remora Fishing Traceability

3 Why a Smart Fishery could be a key player in ocean
sustainability and fair fish trade?

The concept of Smart Fishery involves more than that, as it can be seen in
Figure [l As was previously exposed, the components for a Smart Fishery are
holistic and the impact will enhance several areas. This integral approach needs
to fulfill the necessities on different fronts, from the sustainability of the ocean
to the socio-economic development in the fishers’ communities.

Punt and Smith [19] propose a paradigm about the extraction and sustain-
ability in the long term. One of the problems in this paradigm is the acquisition
of accurate data for these proposals. There is a lot of efforts to make biological
control in fishing activities. However, this biological control is not well equipped
with technology. This situation ends up in studies with small samples of the
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Fig. 4: Transverse axes that build a smart fishery.

data, that not reflects the real situation of the stock-fish. The lack of informa-
tion becomes bigger in the small fisheries [10]. This situation is reflected in the
generation of public policies, which are usually far and non updated from the
real situation. Recent studies present the difficulties in the measurement for the
fishery-ecosystems, due to practical challenges faced to study [20]. The use of
technology trends such as lot and Big Data can help with the problem of the
data. And with this data, it will be possible to generate better studies which will
provide information that supports the creation of better public policies in favor
of sustainability and economic prosperity.

The second approach refers to economical revenue. As was presented in Fig-
ure [2| the simplified supply chains for a small fishery have several stakeholders.
Inefficient management generates an unfair economic distribution. The discon-
nection between the final consumer and the fishers is significant, as most do not
know where the product was caught and by whom. This reflects in the income
received by the fishers, traditionally a small percentage of the final price of the
product. But, the problem is not only about profit distribution. As is exposed
by [21], the economic losses in marine fisheries add up to US$50 billion per year.
The study dictates: "... Taken over the last three decades, these losses total over
US$2 trillion, a figure roughly equivalent to the GDP of Italy...". This because
of poor management, inefficiencies, and overfishing. Well-managed fisheries can
prevent more of these losses and transform into sustainable and economic bene-
fits for the fishers and their communities.

The third point refers to the final consumer. Environmental awareness and
responsible purchasing practices are becoming an important aspect to consider
for the acquisition of goods. It should be a consumer’s right to know the origin
of the product that is being purchased. In this case, traceability would help the
fulfillment of this right. Furthermore, technology facilitates a communication
channel between fishermen and consumers, which could generate social interac-
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tion translating into opportunities and development for the coastal communities.
The final consumer can choose a fish caught with sustainable practices or not. In
economic terms, it is letting the market forces choose sustainable development.
Market studies show an increasing interest in buying traceable fish, and even the
intention of the consumer for paying more if the origin of the fish is known .
This can be addressed to the fishers to enhance the income that they received
as an incentive about applying sustainable practices in their daily activities.

4 How to do a transition to a Smart Fishery?

As every technological transition, the transformation into a Smart Fishery can-
not occur immediately. The problem is not just installing sensors, sending data
through the internet, processing the large amount of data, and making efficient
algorithms. Technology is one of many aspects to consider. Figure [5] shows the
main elements involved in the transition for the Smart Fishery.
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Fig.5: Elements of a transition to Smart Fishery

There are four main sectors involved in the process. The first corresponds
to academy, industry, and NGOs. In this case, they are responsible to generate
knowledge, innovation, and technology for the operation of a Smart Fishery.
At the same time, there are responsible to generate awareness in the fishermen
communities, governments, and consumers. This is fundamental for the response
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and cooperation of the other three elements. It is more than clear that the only
way to make this possible is the establishment of collaborations between the
different actors.

The second element in the transition scheme is the Government. First, it has
to be concerned about the problem and show and interest for fishing sustainabil-
ity. This will give the political commitment to support the innovative initiatives
that the first group proposes. Also, the creation of public policies that aid in
the creation and operation of Smart Fisheries. The third group corresponds to
the consumers. In this case, they will have the environmental awareness and
the Smart Fisheries will allow them to make better choices towards sustainably-
caught fish. The final consumers are one most important actors as they provide
financial sustainability to the model, usually covering the implementation cost
of this system.

Finally, the last group corresponds to the fishers’ communities.They play an
important role in this transition and are the main beneficiary of the system.
To achieve this, the communities must show commitment and responsibility
to support this kind of initiative. They are the core of the project due to the
operational functions. They are responsible to keep the Smart Fishery alive. Only
the compromise of active collaboration if every group can guarantee success in
the transition to a Smart Fishery.

5 Smart Fisheries as part of smart cities

As was well exposed, the term smart is more than just adding technology to
any process. Technology by itself will not solve the problem in the small fisheries
|18]. However, the opportunity to collect reliable and accurate data will help
to reach the objective. Also, take appropriate decisions in many directions [16]
from consumers (that buy fish captured with sustainable practices) to policy-
makers (that design regulations and public policies). Smart Fisheries aim to
transform one of the most ancient jobs in history into the new technological
trends and getting multiple benefits in the process, including the conservation
and sustainability of the ocean. A Smart City can be full of sensors, smart grids,
autonomous cars, drones, algorithms, and other technology, but none of them
will replace necessities like potable water, home, community, and food. In this
way, it is also necessary to address efforts that guarantee the solvency of these
necessities and efficient resource management

In ancient times, the ocean was the key to big and prosperous cities. But the
modern development forgot to include coastal communities. Nowadays, most
fisheries are still using the same techniques and management system that were
used in ancient times, most have no management at all. This has generated the
problems that were mentioned in the paper. It is time to bring the fisheries into
the XXI century and with them, generate best practices in terms of sustainabil-
ity, economic prosperity, equality, and justice. In a Smart City it is not hard
to think about the possibility that when a consumer goes to the supermarket
to buy seafood, this person can access the internet and see the data on when,
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where, how, and who caught that fish, know what percentage of the price is
being distributed in the coastal communities, and if fishing practices assist in
the conservation of the oceans. Even, there is evidence that the final consumers
agree for paying more if they can get more information about the seafood, as is
well explained by [22124]

In this way, Smart Fisheries can be an integral part of Smart Cities. It would
be an important aspect towards food security and job creation. More than that,
Smart Fisheries will provide tracked food, guaranteeing efficient management of
the fish stock and promoting the economic prosperity and human well-being for
the fishing communities. The development of the cities, as well as the supply
chains for their necessities, in this case, food, needs to contemplate how to make
responsible management of the resources in an overexploited world. And in this
case, the ocean.

6 Summary and future work

Smart Fisheries is a novel concept that can enhance the performance of arti-
sanal fisheries. Also, the concept pretends to connect the final consumer with
the fishing communities through technology, promoting the best practices re-
garding environmental health and fair-trade. The possibility to obtain accurate
and time-based data will help decision-makers to take better and well-founded
decisions and policies to drive into a real and sustainable blue economy. Making
a transition into Smart Fisheries is not an easy task. It is trying to renew a model
that has been broken for a long time. In this sense, there is a lot of political work
and awareness that have to be included this process of transformation. Technol-
ogy by itself will not solve the problem, it has to be implemented considering
the social, environmental, emotional, economic, and political variables involved
in the fisheries. It is imperative to developed cooperation between the main
stakeholders involved in this ecosystem, as this will be the key to have success
in the creation and operation of a Smart Fishery. In Remora Fishing Traceabil-
ity we have been working hard in the development of powerful technologies to
achieve sustainability in the small-scale fisheries, environmental awareness, fair-
trade, and the integral progress of the fishermen and their communities. In this
way, we will implement a pilot project on a Smart Fishery in three communities
in the North Pacific coast of Costa Rica during 2021. The results and details
about the implementation will be presented in future publications. With all this
effort, we desire to bring sustainability back to the ocean.
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Abstract. The urban population is aging and the elderly people desire
to age in place and to continue in the environments chosen by them.
Accordingly, the environment should be healthy-age orientated, improv-
ing health and fulfilling the United Nation Global Goals, including the
aging-related ones. Using the case study of Madrid, the biggest city in
Spain, this research analyzes the quality of the spaces to grow old in
terms of environmental health. To do so, we have selected a number
of variables, drawing on open data provided by the city council, using
an age-oriented perspective. We propose a comparative analysis of the
21 districts in Madrid in terms of air pollution, noise, urban fitment
adapted to moderate physical activity, and green spaces in the city, as
those are very important aspects for healthy aging. According to our
results, central areas of the downtown of Madrid offer a worse potential
quality of life in terms of the environment than peripheral areas.

Keywords: smart governance - elderly - aging in place - environmental analysis

1 Introduction

The increase of life expectancy, along with a series of economic and social im-
provements, has led to changes in both the meaning and the manner of expe-
riencing old age. Among the manifestations of these changes, one of the most
relevant is the desire to remain independent in the known environment until a
very advanced age [6,9,13]. The idea of aging in place comprises the continuity
of the elderly in society, and more specifically, in the social environment known
and chosen by them. However, for this to be possible, the environment has to
fulfill several characteristics, allowing their participation into society, not posing
barriers and, above all, in healthy conditions.

Ensuring an enabling and supportive environment to achieve the highest
possible level of health and well-being for the elderly was pointed out in the
Madrid International Plan of Action on Aging and in the Political Decla-
ration adopted at the Second World Assembly on Aging in April 2002 [25]. More
recently, specific attention to age in cities was taken as part of the Sustainable
Development Goal. The target 11.7 points that, by 2030, cities will provide
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universal access to safe, inclusive and accessible, green, and public spaces, for
vulnerable population groups, specifically including the elderly among them.
Besides, the target 11.6 notes the commitment to reduce the adverse per capita
environmental impact of cities by paying special attention to air quality by 2030,
that, as we exposed before [11,12] is especially harmful to the elderly. This inter-
national commitment is a great advance, as the environment plays an important
role in determining how we age and how we respond to disease, loss of function,
and other forms of loss and adversity that we may experience at different stages
of life, and particularly in later years [29].

But, could cities fulfill this road map? Are our cities a healthy space to grow
0ld? And, how can we evaluate this? The use of digital technologies allow the
design of smarter cities, addressing numerous challenges, such as environmen-
tal pressures, energy efficiency, and sustainability, or improving urban mobility,
among others. But, besides, smart cities can provide a series of tools to advance
knowledge of the well-being of the different age groups needs, and especially, the
urban lacks as their inhabitants grow older, i.e., Open Data, Smart Governance,
and the Internet of Things.

We selected Madrid as a case study to measure the capacity of Spain to
achieve the referred international commitments. While it is not the most aged
municipality in the country, it is the biggest city and so, it has the largest amount
population over 65 years old. Since Madrid city has a greater number and amount
of resources than other cities, it would be expected a high level of compliance
with age-friendly environments. As there are not recognized specific guidelines of
what an age-friendly environment should accomplish, or even explicit indicators
with an age perspective to measure the quality of aging in cities, this research
raises its own proposal. We use open data gathered by different sensors and
other variables provided by the Council of Madrid to evaluate how adequate an
environment is for aging, and thus, detect in which areas will be necessary to
implement measures leading to healthy aging.

Thus, the main contributions of this work are: i) evaluating the possibility
of using the provided open data to assess elderly people well-being in our cities,
ii) assessing different variables that allow observing which districts are healthy
for the elderly people; and #4) using such information to review the situation of
Madrid in terms of age-friendly environments.

The rest of the paper is organized as follows: In the next section, we describe
the importance of aging in place, paying especial attention to the effect of the
environment for healthy aging. Section 3 introduces the context of our use case
and the materials and methods used in this analysis. The evaluation of the air
quality and noise based on the shared open data is shown in Section 4. Finally,
Section 5 presents the conclusions and the main lines of future work.

2 Towards healthy and inclusive aging: spaces matters

Older adults’ well-being is strongly linked to the residential environment, where
the older population generally spend more time than the younger population [4].
Accordingly, cities should create healthy and age-friendly environments. A space
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is age-friendly when they are accessible, equitable, inclusive, safe and secure, and
supportive. Besides, we consider they should be healthy in terms of pollution and
offering active mobility and moderate exercise possibilities.

2.1 The importance of place and place attachment while aging

Place attachment is explained as a set of feelings about a geographic location
that emotionally binds a person to that place as a function of its role as a setting
for the experience [21]. Attachment to space has a strong connection with the
identity of place, which implies the incorporation of place into the broad concept
of self [17].

The place and the known environment are fundamental in the processes of
identity and self-definition of the self [17,26], becoming part of the social repre-
sentation [14]. It acquires a great influence in old age, being a key element in the
quality of life and well-being [15,20] that contributes to situate identity in old
age [16,19]. This explains why elderly people desire and choose to live in their
environment, where they feel they belong, as long as they can, and if it is pos-
sible, until their death. Thus, the environment has to provide minimum health
conditions. Otherwise, problems such as the absence of green spaces or pollution
will have an even more negative effect during old age, when the influence of the
environment on well-being is greater [8].

2.2 Environment influence on a healthy aging

Older adults are often at risk for increased vulnerability to noise pollution due to
slower mental processing and sensory changes that take place in the aging pro-
cess [2]. They are also more vulnerable than other age groups to the exposure to
air pollutants, which may even be fatal [22]. As we have pointed out in previous
works, the elderly are more susceptible to suffer from urban pollution (as NOs)
and lack of public space [11,12]. Specifically, air pollution, which caused more
than 400,000 premature deaths in 2016, is considered the top health hazard in the
European Union (EU) [5] affecting all ages, but being some groups more vulner-
able, as the older population. It is considered carcinogenic and causes infertility
and diabetes Type 2 [18] and it is linked to obesity, systemic inflammation, ag-
ing, Alzheimer’s disease, and dementia [5]. It affects the brain in the same way
that Alzheimer’s does as it causes changes in the structure of the brain [30].

Noise pollution, which causes annually at least 16,600 cases of premature
death in Europe [28], is the major preventable cause of hearing loss [1]. It also
affects the cardiovascular system and causes hypertension [1,23]. Finally, sound
pollution can also cause a range of non-auditory problems, like annoyance, sleep
disturbance, and cognitive performance [23].

In relation to this, nature can contribute both directly and indirectly to con-
trol pollutants, as the green infrastructure has a natural capacity to directly act
as a barrier and remove air pollutants from the atmosphere through gaseous
absorption or dry deposition. Vegetation can impede noise propagation by ab-
sorbing or diffracting [3]. Accordingly, a bigger presence if green areas would be
positive for the elderly.
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2.3 The compromise with Sustainable Development Goals in terms
of urban aging

The Sustainable Development Goals (SDGs) were adopted by all United Nations
Member States in 2015 as a universal call to action to end poverty, protect the
planet, and ensure that all people enjoy peace and prosperity by 2030. Preparing
for an aging population is vital to the achievement of the integrated 2030 Agenda,
with aging cutting across the goals on poverty eradication, good health, gender
equality, economic growth and decent work, reduced inequalities, and sustainable
cities [7]. Regarding the people aging in cities, the SDGs establish that: “By 2030,
provide universal access to safe, inclusive and accessible public spaces and green
areas, in particular for women and children, older persons and persons with
disabilities”. More specifically, target 11.7 focuses on access to green spaces and
safe public spaces. Regarding the air quality, the target 11.6 establish that, by
2030, reduce the adverse per capita environmental impact of cities, including by
paying special attention to air quality, municipal and other waste management

These applications can make all the difference in the quality of life for elderly
patients who want to continue living at home independently and provide peace
of mind for their family members [27]

Finally, the consideration of the environment and urban space in terms of age
is fundamental to evaluate the capacity of potential integration and adaptation
of cities to the needs of their inhabitants.

3 Materials and methods

In this section, first, we introduce Madrid as our case study and, second, we
present the methodology applied to evaluate the quality of the urban space in
the city of Madrid to grow old in terms of environmental health. Since there are
no specific guidelines to operationalize what an age-friendly environment should
accomplish, we propose our definition of it. To do so, and after considering the
theoretical definition summarized in Section 2 and the information available, we
have selected different indicators applicable to the dimensions of environmental
well-being from an old-age perspective.

3.1 Madrid information

The city of Madrid has 21 districts which are further subdivided into 131 neigh-
borhoods. The districts are territorial divisions of the municipality, equipped
with decentralized management bodies in order to facilitate the governance of
such a big city. These administrative bodies have the purpose to promote and
develop citizen participation in the management of municipal affairs. These dis-
tricts are very different from an urban perspective (as a result of different con-
struction stages) but also in terms of wealth and quality of life. We are specif-
ically interested in analyzing if there is also a difference in the quality of the
environment to age in place.

Table 1 summarizes some demographic information and the surface area data
(in hectares) of the 21 districts of Madrid. Fig. 1 shows the territorial divisions
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of the city of Madrid into districts. Regarding the distribution of the densities
by districts, Madrid reflects a high dispersion (see Fig. 1 and Table 1) with a
central area more densely populated and a peripheral area with lower population
density. Specifically, the most densely populated districts are Chamberi, Tetuan,
Salamanca, Centro, and Arganzuela. These districts are older and more consol-
idated in urban terms. The group of districts that present a density well below
the Madrid average are Fuencarral-El Pardo, Moncloa-Aravaca (both including
protected green areas) and Villa de Vallecas, Vicdlvaro, and Barajas (spaces with
growth expectations in terms of urbanization).

Table 1: Total population, population older than 65 years old, population older
than 80, and district surface in ha. per district

id. district name population older than 65 older than 80 surface (ha)
1 Centro 140473 22006 7249 522.82
2 Arganzuela 155660 30411 9863 646.22
3 Retiro 120406 31227 10332 546.62
4 Salamanca 147854 35151 12707 539.24
5 Chamartin 147551 34443 12081 917.55
6 Tetuan 161313 30723 11365 537.47
7  Chamberi 140866 33855 12025 467.92
8 Fuencarral-El Pardo 249973 52164 1536 23783.84
9 Moncloa-Aravaca 121683 26543 9108 4653.11
10 Latina 242139 58967 2158 2542.72
11 Carabanchel 260196 48920 18149 1404.83
12 Usera 142894 23853 9352 77707
13 Puente de Vallecas 240867 42270 16109 1496.86
14 Moratalaz 95614 24822 9768 610.32
15 Ciudad Lineal 219867 49803 18871 1142.57
16 Hortaleza 193264 35788 10926 2741.98
17 Villaverde 154318 26063 9805 2018.76
18 Villa de Vallecas 114512 14406 4139 5146.72
19 Vicalvaro 74048 10639 3594 3526.67
20 San Blas-Canillejas 161222 28034 10942 2229.24
21 Barajas 50010 8955 2231 4192.28

Madrid 3334730 669043 235556 60445.51

P e S _/.-'/_ e I\.-
L
9 8 \
\ Y
L “\\.’h o
4 o '

e N ¢

o

Fig. 1: Map of Madrid with the districts ids.
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Regarding the aging of districts, they are also clearly different (see Fig 2.a).
In general terms, the core area and bordering zone is more aged (in some dis-
tricts, as Retiro, almost 26% of population is over 65 years old, being Moratalaz
the district with the highest percentage of people over 65 years old in the city).
In the face of this, the districts in the periphery, less populated and with newer
buildings, present a higher volume of young couples with children (Villa de Val-
lecas and Vicdlvaro) and where, accordingly, the older population has a lower
demographic weight. The case of the demographic pyramid of Centro is a devi-
ation as is characterized by a young immigrant population. In each district, the
older population is feminized, as womens life expectancy is higher (87.16 years).

When analyzing “the aging of the aging” or the over aging (the proportion
of people older than 80 years over the total population older than 65 years)
in Fig. 2, we can see that Moratalaz, Usera, and San Blas-Canillejas are the
districts with a bigger percentage of “old-elderly”. In comparison, Barajas, Villa
de Vallecas, and Fuencarral-El Pardo have a smaller proportion of people over
80 years old. In terms of needs and health frailty, the demographic composition
can be important for our analysis, as the areas with the oldest population would
have a greater need of an age-friendly environment.

Barajas |
F::ﬂrggreid Villa de Vallecas population = 65
-S40 _RanR RN FUE"W"ﬂhE:‘;?gg W population = B0
Arganzuela
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Fig. 2: Madrid main demographic information by district.

3.2 Methodology applied

One of the aims of this research is to prove how useful are Smart City tools,
such as Smart Governance and open data, to assess how healthy are our cities
to grow old. In this case, we use the data provided by the Open Data Portal
(ODP) offered by the Madrid City Council (https://datos.madrid.es/). This
data source has shown be useful for different kinds of studies [10,24].

To evaluate and compare the quality of the districts to grow old, and consid-
ering the aspects highlighted in Section 2, we have selected four key dimensions:
the availability of green areas, the availability of urban fitment areas to optimize
physical activity in old age, the air quality (considering NOy) and the pollution
in terms of noise.
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Availability of the green areas The ODP provides the surface in hectares
(ha) of the green spaces in the districts. Green spaces, including community gar-
dens, allotments, and forests are an important factor in community identity and
can strengthen people’s attachment to their communities. Green infrastructure
and accessible green space are important factors for individuals and communi-
ties to establish a ‘sense of place’ and ‘ownership’ of their local landscape [3].
Thus, we evaluated the number of ha per 10000 inhabitants and the number of
ha per 10000 elderly people. This allows the analysis of whether there are a fair
distribution and access to green areas for all age groups in the city.

Urban fitment for old age This refers to different facilities and furniture to
practice moderate physical activity, as equipment to exercise fingers and wrists
or arms, pedal, for waist movement, stairs, and ramp, among other fitments more
complex. All those are adapted to different needs and to optimize mobility in
later life. The data used for our analysis provide the number and the location of
the urban fitment. Thus, we have evaluated the access to those urban elements
as the number of urban facilities per 10000 elderly people.

Air quality OPD provides the hourly mean concentration of several air pollu-
tants: sulfur dioxide (SO3), nitrogen dioxide (NOg), ozone (O3), carbon monox-
ide (CO), particulate matter (PM;o and PMj 5). However, there is no informa-
tion about all the pollutants in the 21 districts. The pollutant with information
that covers more districts is the NOs, there are sensors in 18 districts. The other
pollutants have much less data, e.g., PMs.5 is sensed just in six locations of
Madrid. Thus, as NOy has been proven the major health concern in our cities
and it is the one that provides more spatial information, we evaluate NOy con-
centration as a metric of air quality.

Noise pollution WHO puts traffic-related noise as the second most harmful
environmental factor in Europe, right after air pollution. Thus, we include it
in our analysis. The noise pollution data provided by the OPD includes the
daily mean of the equivalent sound pressure levels. These data are gathered by
sound-meters installed in 31 locations covering 19 districts (excluding Ciudad
Lineal and San Blas-Canillejas). Regarding the equivalent sound pressure levels
(measured in A-weighted decibels, dBA), we take into account: L.y, that averages
the noise measured during the whole day (24 hours); Ly, which is evaluated
during the day (from 7:00h to 19:00h); L., which asses the noise during the
evening (from 19:00h to 23:00h); and L., which measures the noise at night
(from 23:00h to 7:00h). We evaluated these noise levels because noise at different
periods of time may have different impacts on the well-being of the elderly.

4 Results and discussion

This section evaluates the quality of the environment of the different districts of
Madrid in terms of the availability of green areas, urban fitment for old age, air
quality and, noise levels, based on the data available. These aspects cannot be
ignored in the analysis of the individual well-being of the elderly.
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4.1 Availability of the green areas

Table 2 ranks the evaluated districts according to the number of ha of green
areas available per 10000 elderly (green area ratio). The third column takes into
account the whole population. The second column express which proportion
would be available for the elderly having in consideration the total potential
green space users in the district. Fig. 3 illustrates the spatial evaluation of this
metric. In this case, darker green indicates more ha per elderly (better districts
according to that metric).

As we can see in Fig. 3, the central almond offers less green space to the
elderly, while newer areas, less dense in terms of urbanization, offer a better
rate. It is important to remark that the three best districts in terms of this
metric are not the ones that provide the largest green area per inhabitant (see
Table 2). Villa de Vallecas is the district that provides the largest green area
per inhabitant, but the fifth if we take into account just the elderly. Finally, it is
noticeable the differences between the best and the worst district, since Barajas
provides about 20 times more green areas for the elderly than Chamberi.

Table 2: Ranking taking into account the availability of the green areas.

ranking district ha/10000 elderly ha/10000 inhabitants
1 Barajas 3.54 19.76
2 Moncloa-Aravaca 3.45 15.80
3 Moratalaz 3.25 12.53
4 Vicalvaro 3.24 22.55
5 Villa de Vallecas 3.14 24.92
6 Hortaleza 3.02 16.30
7 Fuencarral-El Pardo 2.97 14.23
8 Latina 2.77 11.39
9 Villaverde 2.36 13.97
10 Puente de Vallecas 2.04 11.65
11 Usera 1.95 11.71
12 San Blas-Canillejas 1.74 10.00
13 Carabanchel 1.67 8.87
14 Ciudad Lineal 1.36 6.02
15 Arganzuela 1.12 5.74
16 Chamartin 0.87 3.73
17 Retiro 0.79 3.07
18 Tetuan 0.75 3.92
19 Salamanca 0.57 2.41
20 Centro 0.38 2.42
21 Chamberi{ 0.19 0.77

Madrid has a rich and extensive green heritage, highlighting its parks and
gardens, both historical and advanced garden design. Central areas are not offer-
ing enough green areas to their (older) residents, while this lack of green spaces
seems not to be a problem in the peripheral areas.

4.2 Urban fitment for old age

Table 3 ranks the evaluated districts according to the number of ha of fitment
elements available per 10000 old people. Fig. 4 illustrates the spatial evaluation
of this metric. In this case, darker blue indicates more (better) fitment equipment
per old people.
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Fig. 3: Green areas availability map. Fig.4: Urban fitment map.

Table 3: Ranked according to the number of fitment elements per 10000 elderly.

ranking district number of urban fitment facilities per 10000 elderly
1 Barajas 68.12
Usera 67.50

3 Villaverde 67.14
4 Vicalvaro 59.22
5 Moratalaz 34.65
[§ San Blas-Canillejas 34.60
7 Villa de Vallecas 31.93
8 Carabanchel 31.68
9 Centro 30.90
10 Moncloa-Aravaca 30.14
11 Puente de Vallecas 29.81
12 Tetuan 26.04
13 Hortaleza 25.71
14 Arganzuela 21.05
15 Chamartin 18.58
16 Fuencarral-El Pardo 17.83
17 Chamber{ 17.72
18 Retiro 17.61
19 Latina 15.09
20 Ciudad Lineal 13.45
21 Salamanca 12.52

As it happens with the previous index (availability of the green areas) the pe-
ripheral districts are in better-compared position. Barajas, Usera, and Villaverde
are in better positions, all over 67 facilities per 10000 older citizens. The differ-
ence between the best positioned and the worst positioned districts is noticeable
because the first ones have about three times more elements than the worst ones.
Salamanca, Ciudad Lineal, Latina, Retiro, Chamberi, Fuencarral-El Pardo, and
Chamartin are all below 20 per 10000 people over 65 years old.

Given the importance of enhancing physical activity in old age, most districts
should invest in this type of facility. There is a clear inequality in the number of
fitment elements per elderly an in some districts are really scarce.
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4.3 Air quality

Table 4 ranks the evaluated districts regarding the air quality (less NO2 con-
centration). Fig. 4 illustrates the spatial evaluation of this metric and the dots
locate the sensors. NA in Table 4 and white shape in Fig. 5 indicates that there
is not open data about pollution in that districts, i.e, Latina, and Vicédlvaro .

Table 4: NOy concentration levels in terms of pg/m3.

ranking district NO3 concentration
1 Moncloa-Aravaca 20.59
Retiro 24.85

3 Fuencarral-El Pardo 25.60
4 Hortaleza 31.00
5 Barajas 33.14
6 Arganzuela 33.65
7 San Blas-Canillejas 34.29
8 Ciudad Lineal 34.29
9 Puente de Vallecas 35.90
10 Moratalaz 35.99
11 Chamberi 36.16
12 Tetuan 36.82
13 Villa de Vallecas 36.83
14 Centro 37.95
15 Chamartin 38.04
16 Villaverde 39.23
17 Carabanchel 42.87
18 Salamanca 51.40
19 Usera 53.47
20 Latina NA
21 Vicalvaro NA

Fig.5: NOg concentration levels map. The dots illustrate the sensors locations.

The results in Table 4 show that there is an important difference among
districts. The best air quality is presented Moncloa-Aravaca, followed by Retiro,
i.e., the north-west area (see Fig 5. This could be seen as the (comparatively)
best districts to the elderly in terms of air quality. Those are coincident with the
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presence of the so-called lungs of Madrid as Parque del Retiro, Parque del Oeste
or the Dehesa de la villa, among others.

The south-east and the central area, as Usera, Salamanca, Carabanchel, or
Villaverde districts, register a much worse air quality, with more than twice NOg
concentration than Moncloa-Aravaca.

In general, Madrid presents a health problem regarding NOs concentration
in the air [11]. Thus, measures should be taken to improve the air quality to
avoid health problems for the population of that city.

4.4 Owutdoor noise levels

Table 5 summarizes the information about the outdoor noise pollution gathered
by the sensors installed in the city. Fig 6 a, b, and c illustrate the noise pollution
by showing the Ly, L, and L, levels, respectively. As there are no information
about the levels of noise in Ciudad Lineal and San Blas-Canillejas, they are
shown in the table as NA and in the maps, their shape is in white.

Table 5: Noise levels evaluated in terms of dBA. The districts are ranked accord-
ing to the noise level (Leg).

ranking district Leg Lg Le Ln
1 Moncloa-Aravaca 53.54 54.81 53.82 48.68
2 Arganzuela 54.36 54.88 56.44 49.06
3 Vicalvaro 56.25 57.75 55.94 50.80
4 Villaverde 56.80 57.24 5896 51.23
5 Fuencarral-El Pardo 57.60 58.89 58.19 51.83
6 Puente de Vallecas 58.35 59.33 58.20 52.32
7 Barajas 59.06 60.28 59.52 54.76
8 Carabanchel 60.14 61.20 61.06 55.17
9 Tetuédn 60.17 61.06 61.90 54.34
10 Moratalaz 60.39 61.81 60.36 53.63
11 Hortaleza 61.38 62.83 62.92 52.64
12 Centro 61.67 62.68 62.66 56.88
13 Latina 62.57 63.95 63.19 57.18
14 Chamberi 62.80 63.92 63.43 58.70
15 Villa de Vallecas 62.90 64.05 63.55 59.04
16 Usera 63.35 64.36 64.23 59.79
17 Salamanca 64.31 65.12 65.12 60.58
18 Chamartin 65.84 66.94 66.46 61.88
19 Retiro 68.77 69.53 69.40 66.23
20 Ciudad Lineal NA NA NA NA

21 San Blas-Canillejas NA NA NA NA

As we can see in Table 5 and Fig. 6, noise levels during the day, evening, and
night follow a pretty similar behavior in each district, with slight variations in
some districts. This means that even at night inhabitants suffer from high levels
of noise, which negatively affects their health. The noisiest areas are in the city
center, with some exceptions (and some noisy districts) in the south area.

It is important to note that most of the evaluated districts suffer from noise
levels higher than 55 dBA, which is the threshold of being considerate harmful
for humans [28]. Thus, as it happens with air pollution, measures should be
taken to improve such a hazardous situation [12].
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Fig. 6: Maps showing noise levels. The dots illustrate the locations of the sensors.

4.5 General overview

Table 6 shows the districts ranked according to the four index evaluated. An-
alyzing the positioning of each district in each of the rankings, we can clearly
see that some are generally better positioned than others. While there is more
variability regarding the better positions (most of them located at the periph-
eral areas of the city), it is clear that some districts are worse prepared to age
in place, and according to our definition, they are not age-friendly areas. The
central zone and the surrounding areas are more prone to offer an insufficient
quality of life in terms of environmental health, with the worst punctuation’s
in green areas, facilities, air quality, and noise pollution. It is also difficult that
these districts can fulfill the measures promised before the UN in the SGDs.
Other districts, such as Barajas, offer good quality in green areas and facilities.
However, the location (in the airport area) contributes to a worsening of results
in terms of pollution and noise.

Table 6: Districts sorted according to their ranks in the four variables evaluated.

green areas fitment equipment  air quality noise

Barajas Barajas Moncloa-Aravaca Moncloa-Aravaca
Moncloa-Aravaca Usera Retiro Arganzuela
Moratalaz Villaverde Fuencarral-El Pardo Vicélvaro
Vicéalvaro Vicalvaro Hortaleza Villaverde

Villa de Vallecas Moratalaz Barajas Fuencarral-El Pardo
Hortaleza San Blas-Canillejas  Arganzuela Puente de Vallecas
Fuencarral-El Pardo Villa de Vallecas San Blas-Canillejas  Barajas

Latina Carabanchel Ciudad Lineal Carabanchel
Villaverde Centro Puente de Vallecas  Tetuan

Puente de Vallecas = Moncloa-Aravaca Moratalaz Moratalaz

Usera Puente de Vallecas = Chamberi Hortaleza

San Blas-Canillejas  Tetudn Tetuan Centro
Carabanchel Hortaleza Villa de Vallecas Latina

Ciudad Lineal Arganzuela Centro Chamberf{
Arganzuela Chamartin Chamartin Villa de Vallecas
Chamartin Fuencarral-El Pardo Villaverde Usera

Retiro Chamberi Carabanchel Salamanca

Tetudn Retiro Salamanca, Chamartin
Salamanca Latina Usera Retiro

Centro Ciudad Lineal Latina, Ciudad Lineal
Chamberi Salamanca Vicéalvaro San Blas-Canillejas
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Finally, it is important to remark that are districts that do not provide
pollution data (air quality or noise). This hardness the evaluation of the quality
of the health of the inhabitants of these districts. Thus, it would be important
to install sensors to gather data from these districts. Besides, having a large
number of sensors located in different areas would help to gather information
with better resolution in this regard.

5 Conclusions and future work

Given the aging of the urban population, the challenge for cities lies in achiev-
ing a healthy and safe environment for the elderly. It means creating inclusive
and accessible urban environments to benefit their aging population, enhancing
health and well-being during old age. Environmental factors are interrelated and
have a positive bearing on maintaining the capacities of the elderly.

In this work, we evaluate open data to assess the capacity of Madrid districts
to offer a quality environment to age in place, as well as its capacity to accomplish
with UN SDGs goals in terms of aging.

According to the evaluated data, we can see that central areas are less ade-
quate to aging, meaning that they offer fewer possibilities for healthy aging in
place. The elderly living there are exposed to more noise, more pollution, less
green space, and in general, less urban facilities adapted for the elderly. This
contrasts with the peripheral areas of Madrid that are (comparatively) more
age-friendly. However, it seems difficult for this city to comply with the commit-
ments referred to the UN if a large investment is not made from now to 2030.

Smart city tools proved their usefulness to analyze the environment quality.
Smart cities can allow the elderly to age in society, preventing health frailty, and
evaluating and foreseen needs and if there is a risk of not complying with an
international agreement, as the UN commitments. Smart cities can be the tool
to not leave vulnerable population behind.

Among the limitations of this paper, most important is data availability
related. There is a shortage of information to evaluate other aspects of an age-
friendly environment. The lack of use of open data standards in ODP and the
poor documentation found hardness the analysis capacity for this type of studies.
Obtaining and producing data with an age perspective is needed to reach an
egalitarian society. For example, the lack of consistency in terms of urban fitment
reduces the comparability of data.

The future research lines are: i) include socioeconomic aspects and housing
new multivariable analysis taking into account new data (e.g., socioeconomic
aspects, housing quality); i7) using machine learning approaches to evaluate more
complex correlation of this results with health outcomes; and i) assessing other
cities in terms of comparison, considering new dimensions (such as, morbidity,
economic impact, use of spaces).
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Flooding risks in densely populated urban zones is becoming a big threat for its inhab-
itants; these cities are at danger not only for the material loses but for health hazards
and even loss of lives. The problem arises principally from the lack of urban planning;
it is possible that the urban services were initially designed for a number of houses and
little by little were overpopulated leading to a disaster when the pluvial rain couldn’t
get its course through the normal planned way. Another situation that worsens this con-
dition is the waste thrown at the drainage that clots it. Anyway, this circumstance

Crowdsourcing and 10T Towards More Resilient
Flooding Prone Cities
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Abstract. Crowdsourcing is a phenomenon where groups of persons sometimes
from different backgrounds participate to accomplish a task by making use of
technology. Internet of Things (IoT) is able to incorporate a large number of het-
erogeneous devices such as sensors, surveillance cameras, smartphones, home
appliances, etc., all data generated by these devices is processed and analysed to
incorporate applications that will make life easier for the end users. This article
proposes that community members of a specific urban zone, prone to flooding,
collaborate in sharing information about weather conditions using loT tech-
niques. The gathered information is sent to a cloudlet to be analysed together with
information from weather forecast and a network of sensors and surveillance
cameras installed in specific areas inside and surrounding the studied zone. Hav-
ing members of the very community studied involved in the process will exploit
the available 10T technologies and the use of crowdsourcing at a lower cost lead-
ing to the development of what is called Smart City. This paper revises the avail-
able technology and proposes a system that will help in collecting and evaluating
information for prediction purposes as to whether the community involved is at
risk of being flooded. It is being noted that this risk is getting higher every year
due to overpopulation, bad urbanisation, and climate change. Results show that
the use of this technology will improve weather forecast so the community could
react in time in case of flooding threats.

Keywords: Crowdsourcing, Internet of Things, Smart Cities, Flooding Risk,
Resiliency.

Introduction
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requires a preventive plan to give its residents enough time to react in case that flooding
might occur. Thus, this paper reviews some already proposed systems and how they
have helped distinct communities, in some cases information regarding flooding prob-
lems has been obtained through interviewing members of the affected communities.
These investigations helped to identify communities’ needs, concerns, and experiences
about past flooding events, to finally propose a technology solution system to help at-
tend these requirements. 10T and Crowdsourcing are techniques that support multiple
data sources and are equipped with the latest technologies offering broader range of
capabilities for enhanced connectivity, storage, real-time analytics, and cost-effective
applications [1]. The system we are proposing consists in developing applications like
flooding prediction and early warning system (EWS) with the help of incoming data
from residents and data from surveillance cameras and sensors especially installed in
specific points at the studied zone. These data will be helpful to predict the flooding
phenomena. This is achieved by acquiring data in real time and being able to process it
and present it in an easy way in order to support the residents in decision making in a
fast manner.

Crowdsourcing is a concept where masses of the public get together to work in a
specific task that otherwise would be done by employees or specialised persons. In our
specific case the persons are members of the studied community that will help in re-
porting situations that they consider contribute to the flooding problem; reporting what
they observe in their community and weather changes that will be of help to predict a
possible flood event. This information is intended to be directed to the local authorities
and, accordingly, they would have to attend the needs of the community. In this sense,
utilising 10T leads to what is known as Smart City which constitutes a concentrated use
of information and communications technologies (ICT) [2].

There are many projects that have integrated 10T with smart city environments such
as the work of Zanella et al [3], where a complete review of the architectures, protocols
and technologies for a web-centred service based 10T structure for a smart city project
is presented. In [4] a framework for the development of a smart city by implementing
10T is proposed. Here the authors emphasise the need for intelligent cities as it mentions
that by 2050, 70% of the world’s population will live in cities and surrounding areas.
In their work Mitton et al. [5] combine Cloud and sensors to develop a smart city and
define the concept Cloud of Things (CoT) as more than just interconnecting things. It
provides services by abstracting, virtualising, and managing things according to the
specified needs of the end users. Hence, new and heterogeneous things can be aggre-
gated and abstracted enabling things as a service known as CoT.

2 Crowdsourcing and loT

Crowdsourcing [6] is the process by which streams of data are collected by a large
number of people. These data are sent to a server to be analysed using different types
of models. This data analysis task turns out to be high time consuming, so big-data
techniques need to be included resulting in a more robust modelling approach. Accord-
ing to [7] 10T is nowadays present in all ways of life where global connection and big
data applications are enabling innovation all around the world. It is seen as a possible
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solution for many problems such as air pollution, transportation, weather changes,
health monitoring, etc. There is also the fact that many people are living now in big
cities, which means that the demand on services will increase exhibiting the reality that
urban infrastructure is not meeting the needs of its citizens due to bad planning and
overcrowding. Such needs can be and should be met using 10T technologies. Flooding
prone cities would benefit from crowdsource flood reports combined with 10T and tra-
ditional detection data from forecast environmental monitoring stations as well as in
site installed sensors. All these data could be of help in deciding whether a given com-
munity is at risk. According to Fenner et al. [8] crowdsourcing by itself has around 80%
accuracy but combined with other techniques like weather forecast and in site sensing
could reach an accuracy of 96%. From here, it is seen the importance of combining loT
and crowdsourcing; together will lead to an efficient preventive and warning method.
In addition, as stated in [9] [10], smart cities depend on ICT solutions to improve our
quality of life.

Today, daily used objects equipped with computing, storage and sensing abilities,
enabled to communicate with other similar objects, can become part of an loT system.
In this case, citizens equipped with intelligent phones can generate data about environ-
mental changes that both sensors in their smartphones and they themselves are seeing
in their communities in real time. They can upload photos and text or voice messages
to a collector. All this information together with the local weather forecast system could
be analysed for mitigation and prediction purposes. A local network of surveillance
cameras and sensors planned for a project like this is justified because the forecast en-
vironmental monitoring stations present high spatial and temporal variability inside ur-
ban areas. When sensors and cameras identify changes in the ambience, they could be
compared to the other sources to identify if flooding is prone to occur. Sensors may be
able, via an application, to request users nearby for more information such as descrip-
tion of ambience, images, videos, etc. This information together with weather forecast
could help in evaluating and assessing if whether flooding is about to occur so citizens
could decide what actions to take.

3 Technical Background

The applications required for this project will have to handle an enormous variety of
data for the 10T system. Therefore, the need is for a communication infrastructure ca-
pable of unifying the heterogeneous technologies available to develop a smart city. This
article presents a general reference background for the design of an urban IoT. loT is
the convergence of both sensing environments and the Cloud. The Cloud provides ser-
vices by abstracting, virtualising, and managing things, its purpose is to implement ser-
vices to provide indexing and querying methods applied to things such as sensors, ac-
tuators, computing, storage, and energy sources [11]. The huge amount of data and
services that the Cloud must manage gives way to another concept: Edge Computing.
Edge Computing attends the requirements of shorter response time, processing, band-
width cost saving and data safety and privacy. Within Edge Computing there are basi-
cally three types: Fog computing, Mobile Edge Computing and Cloudlet computing.
Fog computing is an intermediate layer between edge and cloud that provides dis-
tributed computing, storage and networking services between end devices and cloud
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computing data centres [12]. Mobile Edge Computing (MEC) focuses on mobile clients
within the radio access network (RAN), works with edge servers at the RAN base sta-
tions [13]. Cloudlet Computing [5] is an evolution of Mobile Cloud Computing (MCC)
which are small resource rich data centres that can be positioned strategically in close
proximity to end users, it mimics the cloud allowing for intense computing closer to the
data source. The proposal is the development of a system that analyses data coming
from multiple sources in real time that will assist in the inquiry on whether the urban
zone in question is at risk of flooding.

In crowdsourcing, participation from the very own inhabitants is crucial as the users
share information from lIoT mobile devices [14]. Under this scheme, it is inevitable to
congest the actual computing service called the Cloud, getting a drop in the quality of
service (QoS) that in this case is of critical importance when flooding might occur. The
solution for this matter is the use of Edge Computing where resources are positioned at
the Edge of the Network, so these resources can handle computational demanding tasks,
reducing latency. This information is sent to a collector by a gateway where it is exam-
ined together with information from official weather forecast, surveillance cameras,
and a network of sensors installed in specific areas surrounding the studied zone. As
this information must be accurate and in real time, it cannot rely on cloud systems, there
is the need for a private system (cloudlet). Efforts to concrete edge computing have
been significant in recent years giving birth to Fog computing [15], where a virtualised
platform for networking ad computing services are distributed within the cloud to things
continuum. Satya et al. [16] first defined cloudlet computing: a network of small data
centres in a box (cloudlets) to act as an intermediate layer between user and cloud, this
is a local processing unit used for temporary storage and processing.

The cloudlet evaluates the data coming from smartphones identifying spatiotemporal
patterns; users can report weather changes such as temperature, humidity, and wind
[17]. This information can be used by applications to infer to a certain degree of accu-
racy the severity of a possible rainfall. In this scenario, when there are enough data
taken trough time it is possible to observe patterns that as well will be useful in flooding
prediction. Once patterns are available, it is probable to model how weather changes
lead to strong rainfall flooding and then direct alerts to citizens. In this case, social
media plays a big role when there is the need of exploring people’s experiences such as
how they describe their impressions about weather changes [18]. Considerations like
different types of characterisation of land use such as buildings, green areas, areas that
used to be unoccupied and now have been paved for private use, commercialisation,
both fixed and itinerant, use of land with bad disposal of material residues, etc., have
to be taken into account for design purposes.

4 Architecture

Architecture has been defined [19] as a set of functions, states, and objects together
with their structure, composition and spatial-temporal distribution. The development of
a smart city is usually based around a centralised architecture, where it must have the
ability to work with a heterogeneous type of devices which generate different types of
data. These data are sent via ICT to a control centre where will be stored, processed,
and retrieved according to the needs of the end user. Hence, the integration of different
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technologies is the main feature enabling this architecture to evolve if required, to allow
for other devices to be connected to support new applications and services. In the de-
velopment of this project the actual technology of the urban zone in question needs to
be addressed, to make possible the monitoring and control for the weather prediction.
Therefore, new 10T technology needs to be installed. Setting up this technology repre-
sents a huge challenge due to the considerable number of heterogeneous devices. Cor-
respondingly, to be considered in this project is the 10T infrastructure maintenance to
keep up with Smart Cities. Citizen participation sums up to 10T infrastructures by ap-
plications on their smartphones generating vast amounts of data. For these records, data
models need to be created considering semantic descriptions of the urban atmosphere.
This project proposes a platform to facilitate the services to the community members.
In smart cities is important to adjust citizen’s data streams to a data model that would
facilitate its usage. The logic used will depend on the background of each community,
as the model must take into consideration social, economic and idiosyncrasy to create
new rules to integrate the community organisation into a decision model. Also, these
data would be accessible to local authorities, making them aware of the situation in real
time. Using these information/data the authorities could implement or improve the ap-
propriate actions to control/prevent the flooding risk in the community.

Lots of issues need to be attended during the system designing, such as: how citizens
can have easy access to the generated data, coming from heterogeneous sources? Is the
proposed infrastructure robust enough for the collection of data from community mem-
bers? How to use information coming from installed sensors and surveillance cameras?
The proposed platform implements a directory that contains all data sources generated
within the 10T infrastructures, from crowdsourcing data streams, data generated from
the network of sensors and surveillance cameras. These data in time could also be of
help when needed for statistical purposes as to detect whether climate change is wors-
ening the flooding problem. To construct a model for weather prediction as in our case,
variables such as temperature, wind, air pressure etc., must be established from theory
like physical equations and from the empirical experience. These models are based on
everyday language concepts. The relationship between different concepts should be au-
tomatically detected by a machine learning algorithm. This paper proposes the follow-
ing architecture to show how an application would perform in analysing weather con-
ditions for flooding prediction. The order is as follows: crowdsourcing and sensors,
data transmission, data collection, data processing, and application.

Crowdsourcing and sensors. This layer consists of three types of data sources:
smartphones, sensors and surveillance cameras. The users also can send voice or text
messages as well as photos. The members of the community can send information daily
or whenever they detect the environment is changing like air, wind, humidity etc. Ad-
ditionally, they can co-operate giving information when they see situations like for ex-
ample when they see that litter is clotting the drainage, or any other situation they con-
sider might worsen flooding.

Transmission of data. All data coming from members of the community, sensors
and surveillance cameras should be sent to a server for processing and analysing. At
this point, forwarding and routing protocols must be well defined in advance as the
nature of the heterogeneous data calls for enhanced nodes able to perform fine.
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Data collection. Data is collected from selected nodes that can preserve privacy for
all data contributors. This layer depends on both computing and human interaction, so
its function has more weight over the other three layers.

Data processing. At this point what really is important is the fact that it is possible
to singularise frequent data patterns that will be useful when it comes to compare how
climate change is affecting or not the studied community. To solve this problem, a
method is developed to transform the raw data that would allow clearly identifying
patterns and measuring them.

Application. The function of this layer is multiple, such as data management, user
interface, etc. It generates services for the crowd, so they can see results in a manner
easily understood for them. A user interface is generated to enable communication be-
tween machines and humans. There should be an application that combines human in-
teraction and electronic mechanisms. This layer has the task of integrating data streams
with other events from lower layers to be stored in a common data storehouse.

5 Technological requirements for the community

People need to have access to an early warning system (EWS) in order to mitigate flood
risk within communities including an evacuation or emergency plan. This EWS will
help in taking measures of adaptation, preventive and reactive procedures by collabo-
rating with neighbours and local authorities to build resilience. For the preventive plan,
the community participation in detecting possible situations that worsens floods is of
importance as well as acting upon it for alleviation purposes. Nowadays, many people
are familiarised with the use of technology (being social media or web pages) to report
or receive information they consider important about the issues that affect their com-
munity. Therefore, it would be interesting and important to take advantage of this mat-
ter by implementing a web page with an easy access and understanding of the infor-
mation. This might be quite substantial to present it in a graphical way, so people that
is not very technical can be informed in time when an event has a high probability to
happen giving them as much time as possible to act appropriately. According to Alex-
ander et al. [20], resilience includes the capacity to resist, to absorb and recover, and to
adapt. Based on the work of Mees et al. [21] where the authors present an analysis on
flooding in 5 different European countries, each country present different levels of
flooding risk, and for all of them most of the responsibility in finding solutions depend
on the state. Thus, being aware of this, in their work they start to consider the partici-
pation of citizens together with the authorities for a better understanding of the problem
and ways of solving it. To accomplish this goal, they present an analysis of coproducing
flood risk management through citizen involvement. They gathered information mainly
from citizens, although analyse government documents as well. By analysing both kind
of information, enhancement of the whole data was attained.

From the conclusions presented in [21], on every country studied there were stated
that coproduction was an important issue about flood risk and for a suitable manage-
ment of the problem. They developed coproduced practices on Flood Mitigation and
Flood Preparation. As for mitigation in England, they analysed flood highs on the flood-
plain, took measures for property level protection (PLP) across the country. As for
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Belgium they developed a project on flood-resilient building and PLP only in excep-
tional cases. In France there were limited PLP and implemented local programs for
some buildings. Netherlands increased water retention in neighbourhoods, also had plot
projects on flood-proof houses. Finally, Poland rarely have flood protection at property
level. For the same countries, in respect to coproduction in flood preparation, England
generates community flood action groups with voluntary schemes, as well as national
and local awareness raising campaigns. Belgium presents only in very few cities vol-
untary emergency teams. In France local authorities are obliged to give information
about risk and how to behave on an event by volunteers and civil servants. As for the
Netherlands they have campaigns of awareness through volunteers and professional fire
services. Finally, Poland works through local citizen initiatives with voluntary fire bri-
gades along with professional fire services.

It is increasingly argued that a diversification, coordination and alignment of Flood
Risk Management Strategies (FRMSs), including flood risk prevention through pro-
active spatial planning, flood defence, flood risk mitigation, flood preparation and flood
recovery, will make urban agglomerations more resilient to flood risks [23].

In their paper, Mees et al. [21] conclude that co-participation of citizens in resolving
the problem of flooding is important for resilient purposes. Also, they state that it really
does not matter what country is under study and the differences in which they tackle
flooding, the problematic is much alike and the main stages to deal with it are quite
similar such as: mitigation, preparedness before and during the event, and continued
work after the event. Therefore, for the project proposed in this article it is possible to
adapt these data to some areas of Mexico, particularly in Mexico City where there are
many communities prone to flooding. Accordingly, we have proposed in the following
table the different stages and possible technology aids to the cocreation of smart cities.
Later on, it is expected to corroborate this study in a small community within Mexico
City, where it is expected to research the perception and adaptation of the communities
to climate change-related risks, and in particular to understand people’s perceptions and
experiences on flooding events towards determining specific needs to mitigate such
events. From the literature review and in order to adapt the technology to the commu-
nity needs, it is observed that some of these needs are solved only with information
supply, others with the combination of sensors, processing and communication tech-
nologies. Regarding to the use of technology, for a better management of a flood event,
four stages have been identified: Mitigation, Before, During, and After flood. Hence,
we propose technology requirements to attend each identified need in each stage of
flood management. An example of these is described in Table 1.

An EWS needs data analysis, prediction models, and sensor fusion to forecast pos-
sible flood events based on data supplied by sensors and people. From the analysis in
the literature of flooding events the technological aids requirements can be divided into
three levels (see Figure 1):

First level technology aids (Informative). This consists of storage and communi-
cations technology to concentrate and supply information, about local reaction plans in
a flood event, for example, to the community inhabitants, namely, a platform like a web
page and/or a mobile application.
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Table 1. Matching of needs and technology requirements for flood events management.

Stage

Aspect Need

Possible technology aids

Mitiga-
tion

Before

During

After

Infrastructure Insufficient drainage.
maintenance

and adapta-

tion.

Information ~ Reduce damage to homes.
for risk man-

agement for

inhabitants.

Vehicular mobility problems
to get to their houses.

Health risks.  To know about the health
problems that the community
faces after a flood and the
stagnation of water. (Moreo-
ver, if they are sewage).

Sensor Technology for monitor-
ing the amount of rain.
Processing Technology to ana-
lyse the data in a rainy season to
evaluate the current drainage
system.

Communications Technology to
report the results.
Communications Technology to
send information to inhabitants
about what they must do before,
during and after suffering a
flood.

Sensor Technology for monitor-
ing avenues and/or streets.
Processing Technology to ana-
lyse the sensors information.
Communications Technology to
present safe streets in a map.
Communications Technology to
issue prevention recommenda-
tions for health (cleaning, etc.).

Second level technology aids (Monitoring). Monitoring and situational awareness
information on flood events in real-time. This can include the installation of sensors
and crowdsourcing data from community inhabitants by means of text messages, social
networks or from mobile apps; dashboard integrated with maps for real-time visualisa-

tion of information and registry of historical data and trends.

Third level technology aids (Analytics). Analytics of the captured data, prediction
models, and sensor fusion algorithms to forecast future flood events, generate auto-

mated alerts, notifications, and data sharing.
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Third Level
* Analytics

Second Level
* Monitoring

First Level
* Informative

Fig. 1. Levels of technology aids for flood management.

The overall smart technology intervention will allow to go from a reactive to a pro-
active response to flooding events and ultimately to a predictive flood management.
Furthermore, the overall aim of any technology aid is to increase community’s resili-
ence to flooding. 10T based smart cities depend on ICT, so the study of the main com-
munication protocols is a must. 10T uses many short and wide range communication
protocols with the purpose of transporting data between devices and servers. ZigBee,
Bluetooth, Wi-Fi, WiMAX and IEEE 802.11p are the most used short-range wireless
technologies. Within wide range technologies are Global System for Mobile Commu-
nication (GSM), General Packet Radio Service (GPRS), Long Term Evolution (LTE),
Third Generation Partnership Project (3GPP). There is also Low Power Wide Area Net-
work (LPWAN) technology which is a promising solution for long range and low
power 10T and machine to machine (M2M) communication applications. The major
proprietary and standards-based LPWAN technology solutions available in the market
include Sigfox, LoRaWAN, Narrowband loT (NB-loT), and long-term evolution
(LTE)-M, among others. For the development of this project the LoRaWAN, Wi-Fi and
GPRS communications protocols are proposed to be explored for the monitoring of
flooding prone areas.

6 Related issues

Another big problem is the fact that people need to have an incentive to participate, be
economical or social. In this case a social benefit is the key. Community members need
to know that they are part of the solution, highlighting this is the biggest incentive in
overpopulated urban zones attracting and encouraging more involvement. An addi-
tional challenge is how to send data from members of the community to the server/cloud
because these data can be text messages, voice or images. Accordingly, for example, in
the case of text or voice messages, there is the need for analysis that depends a lot on
language, culture or semantics. Also, characteristics of the server’s devices must be
considered, such as bandwidth, wireless communications, frequency of data sending
from users, etc., all these problems should be addressed with data management and data
processing. Data redundancy is another important issue as most of the time there are
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data coming from multiple sources such as sensors systems, or multiple members of the
community which causes what is called data redundancy. In this case, it is of im-
portance to have a selection data system able to estimate the best approach. Especially
when there is also the semantics problem involved, this represents a more intricate is-
sue. Therefore, detection technology must be developed to guaranty the quality of the
data. The proposed loT architecture is the simplified three layers 10T model presented

in Figure 2.
Core loT loT Data Management
Functional Stack and Compute Stack
A =
Applications Cloud
Z
Communications z Fo
Network @ 9
(7))
Thmgir‘?ejr:i:s and Edge
| il | Y

Fig. 2. Simplified three layers 10T architecture (adapted from (22)).

At the bottom layer are the sensors (and, if needed, actuators) nodes, which are pro-
posed to be located at points in the studied zone where certain amount of rain flow
comes into the zone, as for example, communities located at valleys which are sur-
rounded by hills where it has been detected that in a matter of seconds huge amount of
water may come into de urban zone. Therefore, a set of sensors could be used to meas-
ure rainfall, e.g. rain gauge sensors and/or water level measurement sensor (radar or
ultrasonic sensors) are proposed to be installed at specific locations at these points at
street level. Another set of sensors could be installed at street lights in the surrounding
area of study with the purpose of sensing the level of rain fall on such streets so the
locals could know if it is safe to walk or drive through theses streets. Finally, and most
importantly are the sensors that could be installed at street level in the actual community
to detect the amount of rainfall that will lead to the decision on whether the community
is at risk of flooding. Also, considering at this layer is the information gathered through
smartphones and surveillance cameras.

The communications and network layer will collect measurements from sensors
nodes, send these data together with the information from smartphones and cameras to
gateways which then will send all collected data to the cloud (or to a private server) via
Internet where these can be analysed, or alternatively edge computing technology can
be used to perform data analytics closer to where the data are collected. The cloud has
three basic types of services to offer: as infrastructure for storage of data, as platform
for computing and as software for delivering loT services.

At the application layer services can be provided such as data processing for analys-
ing the data fetched from the devices (sensors, social networks, cameras, etc.) and trans-
forming these into usable information, for example prediction of flooding, alarm
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activation if thresholds are surpassed or statistical analysis and trending. Also, graphical
user interfaces (GUI) can be provided for users, for example to use smartphones to
provide users access to data or to other 10T applications. In addition, clouds can be used
to analyse, sort out and store the data, and websites can be used as interfaces.

For the processing and management of data, a pre-processing and event detection
must be performed in advance to convert it into knowledge. For this task it is essential
to implement algorithms such as genetic algorithm or neural networks. As for data in-
terpretation it is important to present to the end users’ information that is easily under-
stood. In this case visualisation is important for the residents so they can take decisions
on whether flood is prone to occur. Visualisation for this project is expected to be
through a web page where residents will have easy access by their phones or computers.
It is proposed that data is going to be visualised using geo-spatial maps for a more
friendly presentation for the end user being keyword based, semantic based and quality
based.

7 Proposed technologies

At the first level a website is proposed and/or a mobile application to concentrate and
make available diverse flood management relevant information. This information
should be shown in a friendly form, especially for those citizens that have little
knowledge of digital technologies. The proposed informative webpage could present
sections as Memory Reinforcement to show past events, actions taken and which of
them worked and/or failed; Risk Management to inhabitants; Days of waste collection
information, Vulnerable areas map, Institutions information and a Health Risk conse-
guences guideline. In figure 4 a proposed web page for informative needs about flood-
ing events is shown.

Web Page Sections

Before

Fig. 4. Informative web page.
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The second level considers monitoring and visualisation for situational awareness of
flood events in real-time, which includes the installation of sensors and the use of com-
munications technology using the three layers loT architecture and crowdsourcing tech-
nology. Therefore, the first proposal to attend this need level is to integrate a minimum
sensors kit by a block (street) to be monitored, which is scalable and modular; hence,
can be scaled up to a suburb, town or even a city. Also, at this level a dashboard will be
integrated with maps for real-time visualisation of information and registry of historical
data and trends. This technology proposal is described as follows:

By Block:

» HD (High Definition) outdoor camera (powered with solar panel).

A camera designed to withstand rain, snow, and extreme temperatures, typically con-
nected to a Wi-Fi network, which allow to view live video of the activities occurring
outside. HD is defined by specific resolutions at specific frame rates with a specific
aspect ratio. HD refers to cameras with a standardised resolution of 720p or 1080p
(horizontal). This sensor could help in monitoring the streets and strainers.

» Water level sensor (radar or ultrasonic) for level monitoring in regulating streets.
A water level sensor is a device that is designed to monitor, maintain, and measure
liquid (and sometimes solid) levels. Once the liquid level is detected, the sensor con-
verts the perceived data into an electric signal. This sensor could help to monitor the
water level on the streets.

» Smartphones for data collection. This device could help to send images and/or
videos, texts and even voice messages.

By suburb:

» Disdrometer and / or weather station with rain gauge (powered with solar panel).

A disdrometer or rain spectrometer is a laser instrument that measures the drop size
distribution falling hydrometeors. Based on the principle of optical laser active detec-
tion, the disdrometer can continuously observe the raindrops definition size, velocity,
and quantity of raindrops. This device could help to monitoring the amount of precipi-
tation and help to predict the trends in rain fall. Figure 5 shows an OTT Persival? laser
disdrometer.

Figura 5. OTT Persival2 laser disdrometer (https://www.ott.com/products/meteorological-
sensors-26/ott-parsivel2-laser-weather-sensor-2392/).
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A weather station is a facility with instruments and equipment for measuring atmos-
pheric conditions to provide information for weather forecasts and to study the weather
and climate. The measurements taken include temperature, atmospheric pressure, hu-
midity, wind speed, wind direction, and the amount of liquid precipitation (rainfall).

Finally, the third level oversees the analytics. The data signals will be processed,
therefore depend on the results, to send messages to inhabitants and/or institutions (us-
ing ICT). Besides, warning or announcements can be sent through a website and/or
mobile applications. The processing could be done on the edge or in the cloud. Also, a
deeper analysis could include neural networks to predict a hazard.

8 Conclusion

Building smart cities calls for the participation of its citizens defining strategies that
involves them, getting their participation in discussions and proposals for the develop-
ment of technologies that help them with the actual issues that affect the whole com-
munity. Implementation of 10T technologies in urban zones will enable the develop-
ment of the concept of smart city, giving rise to a system able to help in dealing with
the problematic that overpopulated urban zones generate by applying multidisciplinary
strategies. By involving the residents in the problem-solving leads to the co-creation of
a more resilient community implementing state of the art technological tools to com-
municate, monitor and mitigate flooding risk in vulnerable population. We have pre-
sented a system able to analyse heterogeneous data coming from crowdsourcing, sur-
veillance cameras and a local network of sensors for an overpopulated urban zone.
Many urban zones in Mexico suffer from severe flooding every year; this flooding may
be the result of bad urban planning and climate change. The resulting information
gather from these three sources is going to be used for statistical analysis to determine
the probabilities of flooding in the studied zone. In this work a text analysis is proposed
to be used to obtain information on ambience changes. Reported events will be com-
puted by sampling different text messages which have been organised on type of event
by determining a set of keywords indicating the weather state. The system we propose
can be adapted for several applications to enhance community life (such as air pollution
monitoring, health care, transport systems, etc.) as well as been adapted for other sim-
ilar communities. Additionally, the development of this project highlights several chal-
lenges areas and research opportunities within communities. Investigation should be
addressed on models and design patterns for crowdsensing systems using multidiscipli-
nary sources of knowledge which should include social science, computing, sensor sys-
tems, community members etc.

9 Future work

This project will enable the implementation in the short time of a crowdsourcing and
10T system to collect, communicate, store, process and visualise data and information
that is going to mitigate flooding risk, towards creating resilient communities facing
these events. At the time of writing this paper, we already have identified some com-
munities that present flooding problems in Mexico City and for mitigation purposes the
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project is in the stage of technology identification, purchase, and integration of the
overall system. This will enable future research and experimentation with smart city
solutions as cities will, in time, depend more on technology to provide facilities to sup-
port solution to other worrying issues such as transportation, energy usage, waste man-
agement, health care, mobility, etc., in ever increasing overpopulated urban zones.
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Abstract. Considering that climate change is one of the leading global concerns
and the transport sector is one of the main global sources of CO2 emission, this
sector must be carefully considered when planning a low carbon economy.
Therefore, this paper investigates how the scientific literature published in the
Web of Science (WoS) database addresses the carbon policies in the transport
sector, identifying the main collaboration network and the main interest topics.
Besides, we have gathered some actions that could be implemented to reduce
carbon emission and, consequently, help achieve the targets of carbon agree-
ments. It was found that the interest on this subject is recent and the carbon tax
is the policy addressed the most. The articles also point out actions aiming to
reduce COz emissions, such as improvements in urban mobility, use of biofuels,
technological improvement of vehicles, incentives to electromobility, among oth-
ers.

Keywords: Transport, Carbon Emission, Public Policy.

1 Introduction

Human activities such as industrialization, deforestation and soil cultivation methods
emit pollutants and greenhouse gases (GHGSs) into the atmosphere, causing climate
change [1]. As a result of climate change, we have seen catastrophic effects, such as
melting glaciers and rising sea levels. To reduce the effects of global warming, mitiga-
tion measures have been established for the most diverse sectors, from energy genera-
tion to transportation.

In this context, Conferences and International Agreements arise to discuss policies
and actions to mitigate or stabilize GHGs’ concentration in the atmosphere to prevent
anthropic interference in climate change. For example, the Meeting of Conference of
the Parties of the United Nations Framework Convention on Climate Change
(UNFCCC) annually discusses climate change. Besides, the 2030 Agenda for Sustain-
able Development, proposed by the United Nations, has Sustainable Development
Goals (SDGs) directly related to Climate Change (SDG 13) [21]. Besides, other SDGs
are transversally related to it, as SDG 7 that verse on clean and accessible energy, SDG
14 about life below water, SDG 15 about life on land and SGG 9 that concerns Industry,

ISBN 978-9930-541-79-1



Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 99

Innovation and Infrastructure, including here transport. Besides, the governments
worldwide have developed carbon regulation policies, such as carbon cap, carbon trade
and carbon tax [23], that will be addressed in this article.

The transport sector is one of the main elements of countries' infrastructure, funda-
mental to its economic development since transport activities allow the flow of people
and goods. However, it causes environmental problems, as carbon dioxide (CO2) emis-
sion. COz is the main GHG, which emissions are associated with the growing use of
motorized vehicles, especially those that use fossil fuels (such as gasoline and diesel).
According to Energy Research Office (in Portuguese, Empresa de Pesquisa Ener-
gética), this sector was responsible for 45.4% of the total anthropogenic emissions of
carbon dioxide equivalent (CO..eq) associated with the Brazilian energy matrix in 2019
[22].

Besides, among the transport modes, the road alternative corresponds to 72% of
global emissions [20]. Thus, the transport sector must be carefully considered when
planning a low carbon logistics sector. Based on this context, this paper is based on the
following research question: how the carbon regulation policies are being implemented
in the transport sector? This paper investigates how the scientific literature published
in the Web of Science (WoS) database addresses the carbon policies in the transport
sector, identifying the leading collaboration network and the main interest topics. Be-
sides, we have gathered some actions that could be implemented to reduce carbon emis-
sion and help achieve carbon policy targets.

From this introduction, the article was divided into four sections: the theoretical
framework about carbon regulation policies (Section 2); the methodological procedures
(Section 3); the presentation of the main findings (Section 4) and the final considera-
tions (Section 5). Finally, we have acknowledgments and references.

2 Carbon Regulation Policies

Although emissions from burning fossil fuels started before the industrial era, it became
the dominant source of emissions, increasing CO2 concentration in the atmosphere [1].
Aware of the adverse effects in climate change, different forums and agreements were
developed to find alternatives to impact less the environment (as the United Nations
Climate Change Conferences), and in a broader perspective, to promote sustainable
development (as 2030 Agenda).

From 2000 to 2015, the United Nations Millennium Declaration was one of the main
Sustainable Agreements that established 8 Millennium Development Goals (MDG) to
reduce poverty. Among them, MDGs 7 was dedicated to deal with environmental issues
[24]. Since 2016, the 2030 Agenda is the main Agreement committed to sustainable
development, establishing 17 SGD and 169 targets. There are SGDs that concern with
transport infrastructure (SGD 9) and environmental preservation (SGDs 13, 7, 14 and
15). [2] emphasize that agreements and protocols were created to enable a better world
for future generations [2]. Figure 1 presents the main international agreements and
climate conferences.

Vienna Convention set the basis for the Montreal Protocol's proposition, which pro-
poses mechanisms to protect the ozone layer by progressively reducing the production
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and consumption of Substances that Deplete the Ozone Layer (SDOs) [25]. United Na-
tions Framework Convention on Climate Change proposed global agenda to minimize
global environmental problems.

1969 1987 1992 1997 2012 2015

UN
i Framework Kyoto
(:o‘::s::t?on I:%r;ggg: Convention Protocol -
on Climate COP3
Change

Figure 1 - Main International Agreements and Climate Conferences

Kyoto Protocol, by its turn, established targets for reduction/limitation of emissions.
Besides, it implemented innovates mechanisms aiming at assisting the countries in re-
ducing the emission and achieve their goals: Emissions Trading, Joint Implementation
and Clean Development Mechanism - CDM. This Agreement is in its 2nd phase (2013
—2020), aiming at reducing the emissions to, at least, 18% below the 1990s' levels (in
Europe, the target is 20%) [26].

Developing countries, like Brazil (also called Non — Annex | Parts), can only partic-
ipate in CDM mechanism. A developing country can obtain Certified Emission Reduc-
tions (CERs) from an MDL Project, which can be sold to a developed country (also
known as Annex | Countries). Therefore, the Kyoto Protocol provides for the possibil-
ity of trading carbon offsets among the countries: by exchanging credits (or CERS), it
would avoid an intense increase in global emissions [2].

As a result, interests in CDM projects in developing countries (which do not have
mandatory targets) arise [3]. The costs or limits imposed by the increase in the concen-
tration of GHGs in the atmosphere resulting from human activities are now reflected
by the market, influencing investments in low carbon technologies. Table 1 presents
the ten most recent CDM projects proposed and approved by UNFCCC related to the
transport sector [28].

As a result of the Kyoto Protocol, Brazil developed CDM projects, benefiting from
the carbon credits obtained and sold to other countries. There are incentives for invest-
ing in low-carbon technologies and financing for projects in the transport sector, such
as the Taubaté Urban and Socio-Environmental Mobility Improvement Program, with
the receipt of a loan of R$ 60 million, made by the Development Bank of Latin America
[29].

Regarding the United Nations Conference on Sustainable Development (also known
as Rio+20), it discussed the renew of the political commitment to sustainable develop-
ment. It sets the basis for the proposition of the 2030 Agenda (already mentioned in this
paper). Concerning to the Paris Agreement, it strengthened the global response to cli-
mate change by establishing a commitment to limit the increase of the global average
temperature (equal or below to 2°C). It is considered the first-ever universal, legally
binding global climate change agreement: the Katowice package adopted at the UN cli-
mate conference (COP24) in 2018 established the standard rules, procedures and guide-
lines that operationalize it [27].

According to the Nationally Determined Contribution (NDC), the European Union
agreed to reduce, until 2030, the GHG emissions by, at least, 40% compared to 1990
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[27]. By its turn, Brazil has committed to reducing GHG emissions by 37% and 43%
below the level of 2005, by 2025 and 2030, respectively [4]. Regarding the transport
sector emissions, the country committed to promote efficiency measures, improve-

ments in transport infrastructure, and public transport in urban areas [4].

Table 1 — Ten most recent CDM projects proposed and approved by UNFCCC related to
transport sector (Source: The authors based on [28])

Project

Obijective

Country

Landfill Closure and Gas cap-
ture CDM project by GAIL at
Ghazipur, India (2014)

To collect the landfill gas generated at
Ghazipur landfill site in Delhi, India and
upgrading it into enriched BTU Natural
Gas to use it as a renewable source of en-
ergy as Compressed Natural Gas

Indial

Guiyang MRTS Line | Project
(2013)

To establish and operate an efficient, safe,
rapid, convenient, comfortable and effec-
tive modern mass transit system

China!

Demonstration project for an-
nual production 4,000,000 m3
biogas from organic waste in

To recover biogas to produce Bio-CNG to
displace fossil fuel Compressed Natural
Gas (CNG), reducing CO2 emissions and

China?, Uni-
ted Kingdom?,
Northern Ire-

Anyang City (2013) avoiding the air pollution land?
To establish and operate an efficient, safe,
LRT System in Tunisia (2012) rapid, convenient, comfortable and effec- Tunisia!
tive modern mass transit system
. The establishment and operation of an ef-
M.Ode'Sh'ﬁ .Of passengers from ficient, safe, rapid, convenient, comforta-  India!, Swit-
private vehicles to MRTS for - - 2
ble and effective modern mass transit sys- zerland
Gurgaon metro (2012) AN - :

tem with high ridership capacity
Lohia Auto Industries Electric ;? d rrizlaggsf% nglef(i?ilcpzo_vv\\'/?]r:jefs(?gtf;? Indial, Swit-
Vehicles, India (2012) dia P zerland?
Electrotherm Electric Vehi- To replace fossil fuel powered 2-wheelers  Indial, Swit-
cles, India (2012) for electric ones in India zerland?
Nittsu Fuel Efficiency Im- . . _—

. S It seeks for various ways for disseminating
provement with Digital Tach- s .

Japan’s knowledge, experience and tech- . 1
ograph - Systems on - Road nologies in the area of logistics services Malaysia
Freight Transportation CDM rov?sion g
Project in Malaysia (2012) P
Hero Electric Vehicles, India To replace fossil fuel powered scooters by -~

" . - India
(2012) electric scooters in India
EKO electric vehicles, India To replace fossil fuel powered scooters by Indiat

(2012)

electric scooters in India

Note: (1) Hosts; (2) Other Parties

To achieve the emissions target, besides the technological improvements, the gov-
ernments have developed carbon mitigation policies, such as: carbon tax, carbon cap
and carbon cap-and-trade (as Figure 2). The carbon tax establishes a tax to be charged
on CO; emissions (usually per ton of CO, emitted) [5], but there is not a maximum
amount of emission pre-determined (as a cap). The carbon cap is the opposite: there is
a limit of allowed emissions (cap) that cannot be exceeded for any reason. In this policy,

ISBN 978-9930-541-79-1



Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020)

the tons of CO, emitted are not charged and there is no way of surpasses the imposed

cap.
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Figure 2 - Carbon pricing instruments implemented or scheduled for implementation, with
sector coverage and covered GHG emissions. (Source: [23])

The carbon trading system (carbon cap-and-trade or carbon trade) is a combination
of carbon cap and carbon tax policies: there is a maximum limited of CO; to be emitted,
but a company or sector that need to surpasses this cap might buy carbon credits from
another company or sector that emitted less than its cap in the same period. Thus, ac-
cording to the established limit, the issuance volume will be fixed; what will happen is
a rearrangement of credits between companies and sectors [5].

A carbon credit certificate is issued accordingly to the agreed limit for the allowed
emissions (cap). These certificates can be traded in a market (called Emissions Trading
System - ETS). A company that needs to emit over the cap must decide if it will develop
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projects and/or cleaner production processes to reduce its emissions or buy credit cer-
tificates from other companies.

All the mitigation policies aim to reduce CO, emissions by encouraging companies
to develop new low-carbon technologies. Besides, cap-and-trade might generate gov-
ernment revenue when assuming that emissions certificates are auctioned [5]. Another
emission trade system is baseline-and-credit. The main difference from carbon cap-and-
trade for the baseline-and-credit system is that there is no fixed limit on emissions in
the latter. However, companies that reduce their emissions more than they are obliged
to due to regulations can earn "credits" that might be sold to companies that need credits
to comply with regulations they are subject to [29]. It is important to highlight that in
baseline-and-credit' systems, it can be challenging to verify the policy's effectiveness
in reducing carbon emission [29] since there is a maximum limit to the emission. At
what extent emission reductions are ‘additional’ — i.e., to what extent they represent
something different from what would have happened in any case. Therefore, these pol-
icy instruments will not be investigated in this paper.

Figure 2 also shows the carbon pricing instruments implemented or scheduled for
implementation, segregated by sector (World Bank, 2016). It is observed that a few
countries have adopted carbon policies, mostly in Europe. Among those that have im-
plemented or scheduled pricing instruments, there is a balance between emission trad-
ing systems (in green), carbon tax (in blue) and both (hatched). However, the carbon
pricing instruments are focused on specific sectors, mostly industry and energy. Initia-
tives in transport were found in the United States, Canada (British Columbia and Mon-
treal), Kazakhstan, China, New Zealand. In addition, China, Korea and the European
Union have policies related to aviation.

It should be noted that, if properly planned and implemented, emission mitigation
policies could encourage the use of alternative energy sources, the adoption of cleaner
technologies in industries, improvement of transport infrastructure, reduction of defor-
estation, among others. Those actions would help in achieving a low carbon global
economy [5].

3 Methodological Procedures

To perform the review proposed in this paper, we selected the WoS database due to
its good coverage, being used in papers with similar methodology [31]. The parameters
of the search are detailed in Table 2.

Table 2 - WoS search description (Source: The authors, 2020)
Criterion Description

“Transport*” AND (“carbon trade*” OR “carbon cap” OR “carbon tax*”

Tooi
opie OR “carbon regulation”)

Database Web of Science (all areas)

Time All years until 2019 (excluding 2020, as the current year)

Search date March 2M, 2020 at 6:26 p.m.

After the search, we classified the articles, considering only those published in Jour-
nals and directly related to transportation. Papers about enhanced oil recovery and that
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considered transport as one of many sectors to predict some economic or energetic ma-
trix (macroeconomic forecasts) were removed from the database. The next step con-
sisted of classifying and organizing the database and creating the collaboration net-
works with Vantage Point software's support. The search allowed us to find 426 docu-
ments published in WoS until 2019, 358 of them published in Journals. After the clas-
sification, it was found that only 279 articles published in Journals indexed in WoS deal
with carbon policies in the transport sector. The main findings are discussed in Section
4.

4 Findings

Figure 3 shows the temporal evolution of publications that deal with some carbon mit-
igation policies in transport. The first paper was published in 1992, the same year that
occurred the UFNCCC, held in Rio de Janeiro. Only in 1995, UFNCCC started to pro-
mote the annual meeting of the Conference of the Parties (COP) to discuss climate
change. It is reflected in the low volume of publications that remain under five papers
per year until 2006.

From 2007, there is a growth in the number of papers published year by year, until
2015. In 2015, we can see the first peak of publications (38 records) since 1992. This
can be explained by the Paris Agreement, at COP21, where 195 countries that are part
of the UNFCCC agree to develop actions and policies to reduce GHG emissions in the
context of sustainable development. In 2016, however, the number of papers decreased
to a lower level than in 2014 and 2015, for which we have not found any apparent
reason.
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Figure 3 - Evolution of publications by year (Source: The authors, 2020)

After that, the volume of publications grew again, achieving the largest number of
publications in 2019 (50 papers). From Figure 1, we can state that the interest in the
subject is recent and tends to grow over the years.

Regarding the main authors who published about the subject, no one stands out,
which can be explained by the recent interest in the area. The authors with higher
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volume of articles are: Chaabane, A., Hassan, A., Leaver, JD., Liao, ZG., four papers
each. Figure 4 presents the authors' collaboration network, highlighting in green those
with the highest number of papers.
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Figure 4 - Collaboration network between the authors (Source: Own elaboration with Van-
tagePoint, 2020)

Figure 4 shows that the main authors are not part of the same collaboration network.
Besides, there is a well-consolidated network fully connected, composed of 9 authors
(each of them with only two publications). Besides, there are smaller networks, some
fully connected, formed with 3, 4, or 5 authors.

Concerning the countries, China and the USA stand out with a higher number of
papers (77 and 72 articles, respectively). The United Kingdom is in the 3" position
(with 37 records), followed by Canada with 29 papers and India with 25. Among the
41 countries published about the subject, Brazil is tied in the last position, with only 1
article. However, it is important to emphasize that Brazil is the only Latin American
country in the database. Figure 5 presents the collaboration network among countries.
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Figure 5 - Contribution network between countries (Source: Own elaboration with Vantage-
Point)
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USA and China are the countries that collaborate internationally the most, explaining
their highest volume of publication. China collaborates the most with the USA (13 joint
papers), Australia (6 papers), Canada (4 papers) and Singapore (4 papers), while the
USA publishes the most with Canada (4 papers) and Switzerland (4 papers), besides
China. Brazil, by its turn, has only one connection (with the United Kingdom). Note
that countries with a higher number of publications tend to have more collaboration
connections.

It was possible to map the research areas that publish about this subject. Among the
40 areas, the main are Environmental Sciences & Ecology (107 articles), Engineering
(101), Business & Economic (95), Energy & Fuels (65), Transportation (55), Science
& Technology - Other Topics (43), Operations Research & Management Science (35),
Computer Science (19). Note that only the five main areas have published more than
50 papers about the subject. Figure 6 provides the intersection among the main areas.

Figure 6 - Map of research area (Source: Own elaboration with VVantagePoint)

The first paper, published in 1962, was indexed to the Engineering and Transporta-
tion areas. However, the areas did not keep constancy in their publications: both started
publishing annually since 2007. We emphasize that Transport appears in the fifth posi-
tion, with only 55 papers, despite its massive contribution to the emissions already dis-
cussed in this paper. In relation to the main journals, Table 3 shows that only four Jour-
nals have published more than ten papers about the subject.

Among the 161 journals, Energy Policy stands out with 18 papers, followed by the
Journal of Cleaner Production and the Transportation Research Part D, with 14 papers.
Likewise, it was possible to find the main keywords of the published articles (Figure
7). It appears that carbon tax, carbon emissions and transportation are the most frequent
keywords, with 69, 46 and 21 records, respectively. When excluding the terms of search
in the database, the more frequent keywords are carbon emission (46), carbon footprint
(16) and climate change (12).
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Table 3 - Main Journals (Source: Own elaboration, 2020)

Rank Journal Records %
1° Energy Policy 18 6.06
2° Journal of Cleaner Production 14 4.71
30 Transportation Research Part D (Transport and Environ- 14 471

ment)
4° Sustainability 13 4.37
5° Applied Energy 9 3.03
6° International Journal of Production Economics 9 3.03
7° Energy Economics 7 2.35
8° Computers & Industrial Engineering 6 2.02
9o Transport Policy 6 2.02
10° Transportation Research Part A (Policy and Practice) 6 2.02
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Figure 7 - Main keywords found in the database (Source: Own elaboration with World Cloud)

Among the policies, the carbon tax has 69 records, carbon trading (10), carbon cap-
and-trade (8), personal carbon trade — which is focused on the level of the individual's
choices (5), carbon price (4) and carbon cap (3). It can be explained that charging the
emissions is easier than investigating a carbon trading market.

In a more detailed analysis of the keywords, they could be divided into ten
categories: (i) carbon emission and carbon mitigation policies; (ii) transport
alternatives; (ii) energy (e.g., renewable sources, alternative energies, policies related
to low carbon fuel); (iii) green and reverse logistics; (iv) supply chain (closed loop or
not); (vii) electric vehicles; (viii) smart cities; (ix) solution methods, often optimization
methods; (x) other less frequent words, which are not included in the previous
categories. The presence of variants of the word "sustainability" is also noteworthy (15
records). Figure 8 relates the most cited keywords with the most relevant country. Only
the USA has published a paper with these keywords. China is the country with the
largest volume of publications published with all of them, except by climate change.
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Figure 8 - Mapping of the most cited keywords by country (Source: Own elaboration with
Vantage Point software).

Considering de 279 articles that compose our database, a systematic review showed
that the carbon tax is present in 71% of the articles and 34% of the papers adopt more
than one regulation policy. It was also observed that 46% of the articles deal with freight
transportation, being the road mode the most frequent. The ten most cited papers are
presented in Table 4.

Finally, it was analyzed the improvement actions proposed in the ten most cited pa-
pers. The production and use of low carbon fuels (biofuels) in the transport sector to
reduce the use of fossil fuels [9, 15,16,17,18] is discussed the most. Besides, they also
suggest: the use of electric vehicles [10,12], the improvement in public transport
[13,14,18], a better management in transport logistics [11,13,15,18], the development
of new engines [9], among others. There are also actions proposed in other areas, such
as using renewable sources (installation of photovoltaic panels to recharge electric ve-
hicles) and the improvement of energy efficiency [10,11,12,14,15] in the energy sector.

Some of the articles mention that individuals must collaborate to mitigate GHG by
adopting actions as prioritizing public transport and avoiding the waste of energy
[12,13,14,15].

Other improvements and technological innovations that could help in carbon miti-
gation are [6 - 8]: (1) incentives for the use of energy-efficient modes of transport; (2)
incentives for the use of biofuels and electromobility; (3) incentives for non-motorized
transportation (bicycle, pedestrian, among others) and public transportation; (4) opti-
mization of logistics processes; (6) technological improvements aimed at energy effi-
ciency; (7) changes in freight transport infrastructure and patterns; (8) home-office; (9)
incentive to renew the fleet; (10) others.

It is worth mentioning that according to [7-8], Brazil has the potential to meet its
transport commitments related to the NDC, with 13% cuts by 2030 (26MtCO2.¢q)
achieved with intensive use of biofuels. However, this strategy's cost-benefit would not
correspond to the mitigation potential, with financial losses above 1US$ / tCOz.q.
Therefore, the authors indicate that investments in electromobility and infrastructure
would be most suitable.
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Table 4 - Ten most cited articles (Source: Own elaboration 2020).
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Rank Author Obijective Focus Countries Re-
cords
. . . . Canada |
It examines the GHG emission reduction goals postulated by various organ-  Passenger
o Scottetal. . - L S Y Netherlands |
1 izations and how the global tourism sector can achieve its participation in transport 204
(2010) ! Norway|
these goals (tourism)
Sweden
Shiau et al It proposes a plug-in Hybrid Electric Vehicle simulation model to evaluate  Battery and
20 (2009) " the effects of additional batteries on fuel consumption, cost and GHG emis-  plug-in ve- USA 134
sions at variety of charging frequencies. hicle
30 Ramudhin It presents a methodology to address sustainable supply chain design prob- Supply Canada 110
etal. (2011) lems. chain
o Tulpule et It proposes a plug-in photovoltaic electric vehicle charging station during EV charging
4 - - USA 107
al. (2013)  the day, located in a work garage. station
o Blichs and It provides an indication of the types of households that may be particularly ~ Passenger
5 Schnepf ffected by mitigati lici . £ ifi UK 96
(2013) affected by mitigation policies targeting of specific areas (as transport). transport
o Tiedemann It examines how people choose the technologies and incorporate this under-  Passenger
6 - L - Canada 91
et al. (2005) standing of consumer choice in energy saving models. transport
Cachon It presents a retail supply chain model that includes operating costs, as well Supply
7° - L - : S - USA 90
(2013) as a cost for environmental externalities associated with carbon emissions. chain
o Leduc et al. It f(ljnds_the |fde?I Io_ca_ltlonds_ fo_r pﬁlyg_eneratlhon slysteg’lé_wnh ar_n;:ltzlneo_us Biofuel refi- Austria | o8
(2009) production of electricity, district heating, ethanol and biogas, with the aim nery Sweden
of reducing the total cost of production and the environmental impact.
Giarola et It determines the ideal configuration of the system that maximizes the ex- Biofuel su-
90 pected financial profitability by assessing the influence of the volatility of - Italy | UK 82
al. (2011) - s o . pply chain
raw material and carbon costs within an emission allowance trading scheme.
Hensher It evaluates instruments related to efficiency, sustainability and equity poli- Passenger
10 (2008) cies in passenger transport, focusing on cost-benefit ratio and the ability to transport Australia 78

reduce COa.
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5 Final considerations

This paper showed how the scientific literature published in the WoS database ad-
dresses the carbon policies in the transport sector, identifying the main collaboration
network and the main interest topics. Besides, we have gathered some actions that could
be implemented to reduce carbon emission and help achieve carbon policy targets.

Despite being one of the primary sources of carbon emission, there were few papers
regarding the carbon policies in the transport sector. This can be explained by the re-
search area: the first paper was published in 1992, but only from 2007 is observed an
increase in the publication records. It might be related to the fact that the Climate
Change Conferences are new: the first COP was in 1995, the Kyoto Protocol date from
1995 and the Paris Agreement was proposed in 2015. Besides, few carbon regulation
policies are implemented or on schedule for implementation around the world, as
shown in Figure 2.

China and the USA stand out as the countries with the highest level of publications.
The five mains areas of interest in this subject are Environmental Sciences & Ecology,
Engineering, Business & Economic, Energy & Fuels and Transportation (55). Regard-
ing the keywords, most of them are related to some environmental concerns. They were
categorized into ten classes: (i) carbon emission and carbon mitigation policies; (ii)
transport alternatives; (ii) energy; (iii) green and reverse logistics; (iv) supply chain;
(vii) electric vehicles; (viii) smart cities; (ix) solution methods; and, (x) others.

Regarding the carbon policies, keywords related to the carbon tax, carbon trading,
carbon cap-and-trade, personal carbon trade, carbon price and carbon cap were found.
The carbon tax is the most addressed policy, which might be explained by the fact that
it is easier to study a scenario where the emission is charged instead of trading carbon
credits (especially due to the scarcity of real data).

Finally, we found as actions to mitigate carbon emission: use of energy-efficient
modes of transport; use of biofuels and electromobility; use of non-motorized and pub-
lic transportation; optimization of logistics processes; technological improvements;
changes in freight transport infrastructure and patterns; home-office; fleet renewal;
management improvements, among others.

As a limitation of this search, we point out that the results are directly related to the
keywords and the database chosen. Also, there is a lack of consolidated data, mainly
for the transport sector, since it is a recent interest area. For future studies, we suggest
the assessment of the transport sector regarding emissions, the development of applied
research considering the implementation of carbon policies (such as carbon trade), the
evaluation of electric vehicles' role in the low carbon transport sector etc.
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Abstract. Various organizations have reported that buildings (among them,
educational institutions) are responsible for the consumption of 40% or more of
all the primary energy produced worldwide. The control of temperature and
lighting in said institutions is carried out manually. That means that every time
a classroom is used, people must turn on lights and air conditioners, and then
take care of turning them off whenever they are not required. Faced with this
scenario, the alternative proposed in this work allows efficient automatic
control of lighting and temperature preferences for each professor and each
class.

That is why a Prototype of Classroom Energetically Efficient was built in this
paper. It has three modules: The one is the web application that was developed
using the Laravel framework for the backend and Vuejs for the frontend. Its
main function is to send commands to devices. The second is the loT
framework, which fulfills the function of communicating the web application
with the hardware, providing the necessary endpoints, and making the
registered data available. And finally, the hardware that was built using
NodeMCU ESP8266 boards. Its function is to be an actuator i.e. receive the
data from the loT framework and executes commands. We also build a
classrom mockup to show the prototype in action.

Also, the performance tests of different scenarios were carried out, being
satisfactory, and allowing the development of the planned functionalities.

Keywords: Internet of Things, Smart Classrooms, Energy efficiency.

Introduction

A modern educational institution has a large number of classrooms, each with many
lighting and cooling devices (air conditioners). "Various organizations, committed to
the efficient use of energy and the conservation of our environment, have reported
that buildings are responsible for the consumption of 40% or more of all the primary
energy produced worldwide ..." [1]. For this reason, it is reasonable to say that the
energy consumed in a school day during peak hours is very high.

That is normal (as well as in any, or most, educational institutions) considering the
daily use and movement of students and professors. As well, it is also normal that the
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temperature control (by turning on/off and regulation in air conditioners) and lighting
(by turning on/off lights) in the classrooms, is carried out manually. This means that
every time a classroom must be used, one person must take care of turning on the
lights and air conditioners (if necessary), and turning them off when they are not
required. And if we take into account that the people who perform these tasks are the
same janitors and secretaries, responsible for many other tasks. Several devices may
be turned on unnecessarily for several hours.

Likewise, it is observed that each professor usually has a lighting requirement in
the classroom. For example, while there are professors who require the maximum
possible lighting (all classroom lights on), others do not use the headlights (near the
blackboard), since they use projectors with presentations and / or slides. In this way,
the visualization of slides showed by projectos are more clear. So also other
professors prefer all lights completely off for the same reason. The temperature will
depend on the weather conditions. For example, days with extreme temperatures (hot
or cold), will require more use of air conditioners.

Therefore, it is extremely important to find the method to manage efficiently the
energy consumption, not only to reduce the institution's expenses but also to help
preserve finite resources and thus mitigate the environmental impact due to its
unnecessary use.

Consistently and because the technology advances it is necessary to design a
solution to that problem through the use of an loT Framework evaluated in [2], a Web
application and specific hardware [3], which allows each professor to independently
configure their desired lighting and temperature profile for the classroom to be used,
and that this is applied automatically in the right time.

2 Related Works

Educational institutions are one of the main responsible for the amount of energy
consumed, for the number of activities carried out in classrooms, offices, libraries,
and also for the waste of energy due to the inefficient use of electricity [4], but also,
by the mobilization of people using vehicles [5].

In [1] a line of action is established regarding customs and policies for the good use of
energy that not only promotes the development, implementation, and adaptation of
software and hardware. Instead, they serve as tools to save money at the National
University of Misiones. In [6] the research process for the development of an 10T
system is presented, which has been designed to promote an intelligent lighting
service in an academic environment. The loT system orchestrates a series of sensors,
monitoring systems, and controlled actions, based on the principle of making
available the functions of the system and the record of consumption in real-time
through web services. Likewise, in [7] the design and implementation of an intelligent
automated system based on Ethernet for the conservation of electrical energy using a
second-generation INTEL GALILEO development board are proposed. The proposed
system works on automation so that electrical devices and switches can be remotely
controlled and monitored without any human intervention. The project developed in
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[8] uses loT-based technology to achieve automation in classrooms and proposes an
approach to control and manage electrical equipment such as fans and lights based on
the presence of people.

3 Methodology

This section presents the hardware and technology used in this research project

3.1 Used Hardware

The hardware used is the NodeMCU ESP8266(Figure 1). NodeMCU is an open
source loT platform. Includes firmware that runs on Espressif Systems ESP8266 WiFi
SoC (System on Chip) and hardware that is based on the ESP-12 module [9].

Figure 1. Node MCU ESP8266.

The ESP8266 is a low-cost WiFi chip with a full TCP / IP stack and a
microcontroller. The firmware can be programmed using the Lua scripting language,
although currently the Arduino IDE also supports programming in C language [10].

3.2 Used Web Applications Technologies

In the web application development, different frameworks were used such as Laravel,
VuelJs, and Postman.

Laravel is an open source PHP framework for developing web applications and
services through layered architecture, providing multiple functionalities required for
any web application.

Vuels is a progressive JavaScript framework for creating user interfaces. It is an
alternative to frameworks like Angular or React [11].

Postman is a tool that allows you to make HTTP requests to any REST API,
whether third-party or your own, to test the operation of the API through a graphical
interface.
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3.3  Framework loT Ubidots

Ubidots [12] is a platform for building, developing, testing, learning, and exploring
the future of applications and solutions connected to the Internet [12].

Regardless of whether one or one thousand devices are connected, the same effort
is required with all types of Ubidots devices. The creation of the new device in
Ubidots can be replicated by automatically setting the variables, the device properties,
and the appearance each time a new piece of hardware is detected. Some of its
characteristics can be seen in [13].The Ubidots service stack can be seen in Fig. 2.

Fig. 2. Ubidots service stack

4 Proposed solution architecture

The technological solution to the problem consists of using an 10T framework that
fulfills the function of carrying out communication between the parties(Web
Application and Hardware), providing a method to store the information and make it
available to read, to be consumed at the required time. The Web Application defines
all the behavior to be followed and the hardware is only an executor of actions,
ordered by the Web Application. Examples of this would be the web application reads
the information from the temperature sensor sent by the hardware, and tells when to
switch on or off an air conditioner. The proposed solution is shown in Fig. 3.
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Sends user state changes

Allows read data from hardware

Web Application loT Framework Hardware

Fig.
3. Proposed solution architecture

Each arrow in the previous graphic represents an HTTP request performed by the
web application and the hardware respectively. Based on this, we have four situations:

1.

The web application sends state change data to the 10T framework.
These changes of states refer to changes in the profiles according to
the preferences of each professor. For example: If the air conditioning
in classroom 1, at a certain time, should be turned on. The loT
framework stores this data and makes it available to be consumed. It
should be noted that the 10T framework, in this case, does not handle
the logic of when an air conditioning should be turned on or not, it
simply receives the data. For example, "Airl: 1" data, already
generated by the web application, and makes it available to be
consumed by who requires it.

The available data is consumed by the hardware. The latter reads the
data, through an HTTP Request, and just executes the action. For
example, if the hardware read that the lights in classroom 1 should be
on and they are off, it will turn them on.

There are certain times when the hardware needs to feed information
to the system, for example, with the temperature sensor. In this case,
it will take the ambient temperature and send it to the 10T framework,
so that it is available to those who require it. As in previous cases, the
loT framework will only be in charge of storing and making the
information available, without processing it.

Finally, there will be cases where the web application requires
feedback from the system, such as, for example when the hardware
reports the current temperature of a certain classroom. In this way, the
Web Application will know what information to produce and send it
to the 10T framework again.

Test Scenarios

The following scenarios will be used for testing the prototype.

1.

A professor is far from the institution and has classes at that time.
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2. A nprofessor is at the institution and has classes at that time.
3. Functioning with different personalized professor profiles.

The activation condition of each profile includes the following three variables:

1. The professor is in the institution (position simulated by the marker on the
map)

2. The professor has classes at that time.

3. The professor attends classes.

The actors involved are specified in each test. Also, if necessary, a different
lighting and / or cooling profile is specified.

51.1 Scenario 1: A professor is far from the institution and has classes at
that time

Actors involved: Web Application.

In this test, the framework did not participate, because the one who sends the
orders to later be read by the hardware, is the web application. In this case, with any
lighting and cooling profile activated, and being class time for the professor, no
request was sent to the loT framework since the professor was far from the institution.
Fig. 4 shows in the "Network" tab how simulating any location of the professor on the
map outside of the profile activation field, no request is sent.

Esperando presencia del

profesor

Fig. 4. Scenario 1

512 Escenario 2: A professor is at the institution and has classes at that
time.
Actors involved: Web Application, 10T Framework and Hardware.
Test profile: All lights on and air conditioning on. Being the teacher's class
schedule, the teacher being in the activation zone and marking that he attends classes
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in Fig. 5 we can see how the Web Application sent 10 requests correctly,
corresponding to the 10 variables used.
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Fig. 5. Web application sending power signal for lights and air conditioning using Ubidots
lIoT Famework.

When clicking on the first request sent by the Web Application, corresponding to
the first variable “led1” of Ubidots, the request details are observed in Fig. 6:

w{value: 1}

Fig. 6. first request sent by the Web Application.
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The Request URL shows the endpoint to which the request was sent,
corresponding to the first variable (“led1”). Other important data are observed, such

as:

Status Code 201: The request was successfully sent.

Content-Type application / json: One of the headers required by the
framework.

Token

Variable 1D in the URL.

In the following requests corresponding to the other lights and air, the same results
were obtained. As seen in Figura 7, it is verified that the data was written correctly in
the Framework, using Ubidots Dashboard created for quick visualization.

Figura 7. Public Ubidots dashboard, showing widgets of all variables.

In the Classroom mockup where the hardware is installed, all the lights and the
engine were turned on, as we can see in Fig. 8:

Fig. 8. A Classroom Mockup with all light and engines turned on.
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513 Scenario 3: Functioning with different personalized professor profiles

Actors involved: Web Application, 10T Framework and Hardware.

Test profile: Only the last three lights turned on (in the classroom back) and air
conditioning turned off.

The new profile with only the lights at the back of the classroom on (LEDs 7, 8,
and 9) and the air conditioning off as we can see in Fig. 9.

The profile was configured, to leave only the lights in the background of the
classroom on, and you can see how the web application sent ten requests correctly.
For the lights that should be on, he sent “value”: 1, and for those that should be turned
off, he sent “value”: 0. The air conditioning, with a temperature lower than 24°C,
turns off.

Fig. 9. Web Application sending on signal only for the last three lights and air conditioning
off, using Ubidots.

In the first request, it is observed that the Request Payload has the value of false
(Fig. 10)
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Fig. 10. Request with signal to turn off "led1" variable.

The same happens with the requests for all the lights in the first two rows. On the
other hand, for the last row of lights, we can see light turned on. To do this, we
observe the request, the variable "led9" and Request Payload has true value, as we can
see in Fig. 11:
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Headers

tu

Fig. 11. Request with signal to turn on"led9" variable.

As seen in Fig. 12, everything worked as we expected in the Ubidots Dashboard.
ifiubldots o

Fig. 12. Ubidots Dashboard, showing the devices that must be turned on.
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The hardware in the same way, it correctly read the framework data and executed
the action(Fig. 13).

Fig. 13. The Classroom Mockup in the dark with only the last three lights are on.

6 Conclusions and Future Works

The use of the loT Ubidots framework for the development of a Prototype of
Classroom Energetically Efficient allowed to increase the implementation speed and
the time saved in the construction of systems that need the interaction of devices
connected to the internet. This is mainly due to the fact that it has the communication
already resolved, having to focus only on the construction of the parts that must
communicate.

Taking into account that all the packages that allow communication between the
parties over the internet, using HTTP, the framework must guarantee the tools to give
the necessary security to the packages, having SSL certificates and some method of
authentication for the requests, either a token or an API_Key.

Finally, an efficient optimization in the time that lighting and cooling devices are
on, avoiding idle time, translates into lower consumption, lower costs, and therefore
less environmental pollution and greater energy efficiency.

Future work includes: Implement the prototypes with the MQTT protocol and later
make the comparison against HTTP protocol used in this work.

Refactor the Ubidots firmware code for the NodeMCU ESP8266, improving the
data reading and writing algorithms, to get better operations performance.
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Design and implement fully functional versions of the web application which allow

executing in a real way the change of teacher profiles as well as the dynamic
configuration of the same, for each subject and schedule. Use the geo-positioning of a
mobile device, for example, a cell phone, to locate the teacher, no just simulating the
localization. Implement the prototype, in real classrooms of an educational institution
to be used as a living laboratory.

7
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12.
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The sustainable development of urban areas is a key challenge for Europe where the
retrofitting of its buildings and, more specifically, its thermal retrofitting takes on
special importance. In Spain, more than half of the buildings are built without ade-
quate thermal insulation, which means very high energy consumption and mostly
from fossil fuels which exacerbates the problem of external energy dependence. In
order to deal with this situation, projects such as REMOURBAN are demonstrating
innovative, efficient and accessible technologies and processes in districts whose
energy problems are evident in order to achieve Near Zero Energy Districts that serve
as a reference and allow the replicability of this type of actions in other similar neigh-
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Abstract. REMOURBAN is a large-scale demonstration project whose main
objective is to accelerate the urban transformation towards the smart city con-
cept considering all aspects of sustainability. For this purpose, an Urban Regen-
eration Model has been developed and validated in the three lighthouse cities of
the project (Valladolid-Spain, Nottingham-United Kingdom and Tepebagi-
Turkey). REMOURBAN has carried out different interventions in the city of
Valladolid with the aim of transforming it in a more sustainable and smarter
city. These actions have been evaluated using the evaluation framework devel-
oped within the project, to know the real impact of these interventions in the
project area and to transfer the knowledge to other cities that want replicate
these solutions for improving their sustainability and smartness. This paper is
focused on showing the evaluation results after the application of the evaluation
framework to the energy actions in a district in the city of Valladolid (Spain).

Keywords: Smart city, Near Zero Energy District, district heating, biomass,
evaluation, sustainability, photovoltaic

Introduction

borhoods, improving the environment and the quality of life of citizens.
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In order to help other cities to identify their needs and to establish the most suitable
interventions for covering that demand and replicate the success of the project,
REMOURBAN has designed a methodology, the Urban Regeneration Model, which
covers all the phases of the transformation process. Within this model, the evaluation
is sought as the main supporting mechanism throughout the deployment of this pro-
cess. REMOURBAN evaluation framework considers two levels of evaluation: city
level, to assess both sustainability and smartness of the city as a whole, from a com-
prehensive and integrated perspective, and project level, to provide a clear identifica-
tion of the impact of implementation of technologies and solutions on the three key
priority areas (sustainable districts and built environment, sustainable urban mobility
and integrated infrastructures and processes) aimed at achieving the city high-level
goals.

The objective of this paper is to present the evaluation framework at project level
developed in REMOURBAN and to show the results of the final evaluation of the
energy interventions implemented in the FASA district in Valladolid.

2 Description of the interventions implemented

In Valladolid, one of the lighthouse cities of the project, the FASA neighbourhood
was selected for the implementation of a set of interventions designed in order to
become a Near Zero Energy District and contribute to the city transformation to a
more sustainable environment. This neighborhood was built during the 60s for the
workers of the Renault factory in Valladolid, and it is composed by 19 blocks, a tower
and a building that contains the thermal power station that supplies heating to the 398
homes that make up the neighborhood. These buildings presented severe deficiencies
in their thermal insulation that resulted in lack of habitability and comfort, as well as
low energy efficiency.

The heating system consisted of a district network supplied by two fossil fuel boil-
ers (natural gas and gasoil) and it was divided into three different circuits that provid-
ed the 398 dwellings with space heating, whereas the domestic hot water (DHW) was
individually produced in each dwelling with different technologies depending of the
energy source in each particular case: natural gas, butane and electricity.

In REMOURBAN, with the aim of turning the neighbourhood into a Near Zero
Energy District, a set of actions have been designed and those are described in follow-
ing sub-sections:

2.1  Passive measures: Facade and roof insulation

One of the main objectives considered for the design of the interventions, was the
reduction of the energy demand. For achieving the aim of decreasing it, it was needed
to improvement the thermal isolation of the building envelope, including roof and
facade.

For the thermal insulation of the facades, it was taken into account the least intrusive
solution that could solve the thermal bridges completely. The external insulation was
the final solution chosen, which consists of fixing an insulation board to the external
side of the facade and later applying a finish over the board.
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In FASA district, the installed insulation consisted of a four-layer scheme, based on a
60 mm expanded polystyrene (EPS) board fixed on the brick wall, a first layer of
mortar, followed by a glass fiber mesh and a second layer of mortar. Finally, a surface
finish was applied for aesthetical reasons.

Regarding the insulation of the blocks roofs, among the available options for their
insulation, an intermediate insulation was chosen for the blocks and external insula-
tion for the tower. The intermediate insulation offers a combination of best perfor-
mance, easy installation and no disturbance on the tenants. 60 mm of sprayed foam
(SPF) insulation were laid under the roof and over the last slab of the block.

The tower roof insulation was improved by adding an external insulation over the
existing asphaltic layer. The scheme was an inverted roof system consisting of 60 mm
of extruded polystyrene (XPS) insulation, a geotextile layer and gravel.

2.2 Active measures

Once the energy demand was reduced thanks to the passive measures implemented,
the next step was to retrofit the thermal facilities in order to improve their energy
efficiency and integrate renewable sources to the system.

The existing district heating system was renovated, on one hand the fossil fuel boilers
were replace by biomass ones with occasional support from natural gas and on the
other hand the 20 substations of the district were renovated together with the distribu-
tion network which was updated with pre-insulated pipes to minimize heat losses.

With this new system, the dependence of the system on fossil fuels has decreased
given that now the system depends fundamentally on a renewable energy source.
Other relevant advantage is the decrease in the CO, emissions from the district heat-
ing to the environment because the CO, emissions factor for biomass is significantly
lower than that for fossil fuels.

In addition to the new biomass boilers, with the aim of increasing the energy sup-
ply through renewable sources, a photovoltaic installation has been carried out. This
new PV system was built on the south facade of the tower, which has a deviation of
12° and no shading obstacles, and the ventilation effect reduces overheating during
summer improving the efficiency of the modules. The PV modules selected have a
nominal power of 77.5 Wp. They were installed in two rows in the flat area of the
facade avoiding interferences with the existing windows, finally adding up to a total
aggregated capacity of 27.435 kWp.

The PV energy is fed into a circuit with 8 electrical resistors that heat up the water
tank, which acts as a buffer. Then the hot water harnessed is used to preheat the
DHW, and therefore reduce the biomass consumption.

Other intervention aiming to improve the energy efficiency of the district was the
substitution of the incandescent lamps by LED in common areas of all buildings.

Last but not least, an Energy Management System (EMS) structured in three dif-
ferent levels has been implemented in the district. There are a District EMS that is
responsible for managing the district heating as a whole, a Building EMS in charge of
monitoring and controlling both the heating and DHW facilities in each of the 20
buildings and a Home EMS that has been installed in all 398 dwellings of the district.
At this level there are two different kinds of devices: heat cost allocators installed in
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each radiator to measure the individual consumption of the dwellings and thermostatic
valves to allow the tenants to adjust the temperature inside each room.

3 REMOURBAN Evaluation Framework

REMOURBAN Evaluation Framework establishes the basis of the evaluation mecha-
nisms for the REMOURBAN Project. The framework defines two levels of evalua-
tion: Project Level, to provide a clear identification of the project impact regarding
interventions, and City Level, to assess both sustainability and smartness of participat-
ing cities and the impact of the Sustainable Urban Regeneration Model developed in
the project on the sustainability and smartness goals.

This paper is focused on the evaluation at project level and more specifically in the
evaluation of energy actions in Valladolid. For the evaluation at project level, a spe-
cific index was defined; the Demo Site Index (Ds) that is used to evaluate the actions
described in the previous section and others interventions related to urban mobility,
ICT and non-technical actions.

Although the Ds index is used for the evaluation at project level, the specific ac-
tions in each city can be evaluated through one or various measurable objectives or
sub-indexes to assist the evaluation of the project impacts and assess the progress of
the lighthouse cities interventions.

The basis for the evaluation process are the KPIs (Key Performance Indicators)
which are normalized, weighted and aggregated to calculate the Ds global index. Pro-
ject level indicators (showed in Table 1) are weighted to estimate partial indexes de-
fined for each of the areas of intervention (Buildings and District, Urban Mobility,
integrated infrastructures through ICTs and Non-Technical actions). This framework
of indicators, sub-indexes and project evaluation index constitute a valuable support-
ing tool for the evaluation of the impact and expected result of the REMOURBAN

project.
Table 1. Project level indicators
Measurable Objective Indicators
Energy Demand CO, Emissions
Energy Consumption Thermal Comfort
Buildings and Districts ~ Primary Energy Consumption Indoor Air Quality Comfort
Useful Energy Energy Bill
Renewable Energy Production Investment
Energy Consumption (buses) PM Emissions (buses)
Energy Consumption (cars) PM Emissions (cars)
. CO2 Emissions (buses) EV Penetration Rate
Urban Mobility CO2 Emissions (cars) EV Charging Points
NOx Emissions (buses) Total KWh Recharged
NOXx Emissions (cars) Energy Bill (buses)
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ICT

5
HC Emissions (buses) Energy Bill (cars)
HC Emissions (cars) Investment
Smart Electricity Meters Indoor Sensors
Visualising Real-time Infor-

- Web Applications and Services
mation

Modes of Transport Integrated on
Smart Cards

Rate of Trips using Smart Cards Registered Users

Visits/Access to Webs/Services

Location Tracker Sensors App Downloads
Meteorological Sensors Investment

Air Quality Sensors

Non-Technical

Initiatives of Public Incentives Initiatives of Public Incentives
Awareness Raising Campaigns Marketable Products

Learned solutions for Non- Innovative/Green Public Pro-
technical Barriers curement

g: gaenrgglnstUsed for Citizen En- Papers for Innovative Actions
Visits to Project Information Cities Interested to be Followers
Social Media Accounts Investment

4

Methodology for the Evaluation at Project level

This section presents the methodology of the project level assessment through the
calculation of the Demo Site Index after the demonstration phase of the
REMOURBAN project. This methodology requires of the following steps

Scope definition: It is each of the three demo-sites (Valladolid, Nottingham
and Tepebasi) including the four areas of intervention (energy, mobility, ICT
and Non-technical).

Baseline period definition: it is the timeframe chosen to represent the initial
status of the project level indicators that is used as reference for comparison
in order to measure the impact due to the implementation of the project in-
terventions.

Reporting period definition: it should encompass at least one complete nor-
mal operating cycle, in order to fully characterize the effectiveness of the ac-
tions. Depending on the specific implementation timings for each of the ac-
tions in each demo-site a specific reporting period has been defined for each
one. In REMOURBAN, the reporting periods of the energy and mobility ac-
tions implemented cover at least the last year of the project, but in most cases
this period is longer, exceeding 24 months.

Data collection and analysis: the collection of data is one of the most chal-
lenging tasks of the process and at the same time the quality and amount of
data used for calculating the indicators is one of the most critical issues to
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obtain a reliable index. Most of the data required for the calculation of the
indicators at project level is gathered directly from direct measurement, sta-
tistical information and in some cases also from simulations. Data is collect-
ed and processed in each of the three Local ICT platforms deployed in each
of the three lighthouse cities; and sent to the REMOURBAN Global ICT
platform.

- Calculation of the index: the computer-based Evaluation Tool STILE has
been defined and developed in the REMOURBAN framework to be used for
the calculation of the established indices. STILE tool calculate and normalize
the indicators, weights and aggregate them in order to calculate the Ds index
in an automatic way based on the methodology and calculations implement-
ed within the tool.

- Evaluation of the results. At this point it is possible to perform the compari-
son and detailed analysis of the reporting period index results and the base-
line period index results.

5 Evaluation supporting tool: STILE

A valuable computer-based tool, named SmarTness and SustalnabiLity Evaluation
Tool (STILE) has been developed as one of the core services that form part of the
REMOURBAN ICT solutions. STILE was conceived as the service to support, auto-
mate and help to achieve the objectives set out in the Evaluation Framework. There-
fore, in line with the Evaluation Framework, this tool allows for a quantified meas-
urement of the cities” progress on the way to sustainability and smartness on one
hand, and the performance of REMOURBAN project in terms of efficiency and effec-
tiveness of its interventions on the other hand. This way, STILE arises as the corner-
stone to reinforce the communication between stakeholders and decision-makers in
the cities.

STILE enables to run evaluations for any of the REMOURBAN lighthouse cities at
any moment. When an evaluation is launched, STILE takes the set of monitored vari-
ables stored in the Global ICT Platform for that city and the corresponding period of
time.

The tool, at a first step, calculates a set of indicators taking those variables as in-
puts, by applying the formulas defined in the Evaluation Framework. Then, the set of
formulas and calculations designed in the Evaluation Framework to obtain the Meas-
urable Objectives from the indicators, were programmed as part of the tool and, final-
ly, by implementing the corresponding formulas from the Measurable Objectives, the
indices are obtained.

The key benefit of using STILE is not only the quantification of the indices, but a
powerful presentation of the whole data set behind the final value of the index, that
goes from the set of variables to an index value, with several intermediate calculation
levels in between, all depicted in a graphical way, making it easier for the user to have
full information at a glance.
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The picture below let us find the direct relation of the general schema proposed by the
Evaluation Framework for the Demo Site Index and its computer-based implementa-
tion:

Reporting Ds Valladolid

MEASURABLE OBJECTIVE INDICATORS

B Building and District

w  Urban Mobility .

B (CTintegrated
Infrastructures

gl Not-Technical Actions ‘

STILE Evaluation Framework

Fig. 1: Direct relation of the Evaluation framework and the computer based implementation

STILE visualization solution to represent the whole data set from variables to the
final index makes it easier information understanding, having all figures in just one
screen, quantified and depicted in a hierarchical way for a deeper insight into group-
ing levels and dependencies.
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Fig. 2: Example of calculation and representation of Ds
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Besides, the user can dig into any level or branch to get more information, just by
clicking on each of the elements in a fully interactive way, which helps to better un-
derstand the final value of the indexes, based on its indicators and measurable objec-
tives.

This way, the main objective of STILE tool implementing the Ds index is to help
in the assessment of the effectiveness of the demo site interventions in cities, support-
ing decision-making when some new interventions or improvement of the existing
ones is being under discussion or evaluation in the city.

6 Evaluation of Valladolid Demo Site

The Ds index is defined to assist on the assessment of the impacts of the overall pro-
ject in each of the demo cities. This section presents the results of the calculation of
the Demo Site Index (Ds) of the interventions in Valladolid.

The demo site index of Valladolid has increased from 1.89 to 4.84 showing the
great impact of REMOURBAN interventions in the different areas of the city.

Fig. 3: Valladolid Ds Index (Baseline (Green) vs. Reporting 2019 (Blue))

Buildings and District Bulldings and District

3.76 215

) Hrtsan Mouility Urbian Mobility

lla'; . Demo Site index 4.51

F— dslrenFTe i 4.84 ST st e I TSt "I.Efs’
—

- 3.98

et Bor Technical ACLONS

4.27

o

Fig. 4: Valladolid Ds Index. Baseline tree diagram (Left) vs. Reporting tree diagram (Right)

In Fig.4 can be appreciated as all the interventions areas (Buildings and District,
Urban Mobility, ICT and non-technical) have increased their values. Since this paper
is focused on Energy Interventions, looking at the Buildings and District sub-index it
possible to conclude that both active (such as the new district heating system and PV
panels) and passive (facade and roof insulation) interventions in the Valladolid district
have had a positive impact, it is possible to see how these actions have allowed Build-
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ings and District measureable objective to move from a baseline of 3.76 to 7.15 in the
after retrofitting situation doubling practically the value.
6.1 Evaluation of Buildings and District Indicators for Valladolid demo site

The main aim of the REMOURBAN project within the scope of Buildings and Dis-
trict is to improve the efficiency in the use of energy and to change the current energy
sources by decarbonising the energy supplies and increasing the share of renewable at
the same time that improving the users comfort and reducing energy bill.

The Buildings and District Sub-Index it is composed by a group of indicators
which allow to assess the impact of the specific actions and interventions of the pro-
ject i.e., Energy demand, Energy consumption, Renewable energy production, Ther-
mal comfort, etc., comparing the situation before and after the interventions.

Calculation algorithms have been implemented in STILE tool to calculate the
buildings and district indicators according to their definition. These indicators are
weighted to estimate the “Buildings and district sub-index” and to evaluate the impact
of the area of the project related to buildings and district.

Fig.5 shows the comparison of the Valladolid demonstrator indicators’ results in
the baseline and the reporting periods of Buildings and District. It shows an overall

improvement in the district.
Investment

Energy demand ) Energy bill
Energy )
consumption Indoor air
quality
Pri Thermal
pmary. stieray comfort
consumption
Useful Energy CO2 Emissions

Renewable
energy production

Fig. 5: Valladolid Ds Evaluation. Indicators related to the measurable objective “Building and
Districts” Baseline (Green) vs Reporting 2019 (Blue)

The most affected indicator is the renewable energy production. In the baseline pe-
riod, the energy produced for the heating and the domestic hot water came from non-
renewable sources. The heating was produced with natural gas and diesel sources and
the DHW with individual heaters fed with natural gas, butane and electricity. The
intervention meant the replacement of one of the existing natural gas/diesel boilers
with two new biomass boilers (renewable) and the centralization of the DHW in 46%
of the dwellings. Furthermore, a new PV system was installed as support for the
thermal plant. These measures implied that the renewable energy production was over
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70% during the reporting period, making the value of the indicator increase up to
7.57.

Both energy demand and energy consumption improved almost in parallel. The en-
ergy demand was reduced due to the improvement in the insulation of the buildings
carried out during the retrofitting. It was reported a reduction of 30% in “Thermal
Energy Demand” (mainly due to the fagade insulation carried out), and a 28% reduc-
tion in “Energy Consumption” (mainly also as improved efficiency in DH system). As
buildings now have lower energy losses, the energy demand was reduced and the
indicator improved. Together with this indicator goes the energy consumption. A
reduction in the energy demand means also a reduction in the consumption, which
considering also the higher increase of the systems efficiency implies the improve-
ment on this parameter.

Furthermore, as buildings now have better thermal response to thermal fluctua-
tions, the parameter “Thermal Comfort” increased a 12% showing a better thermal
behaviour of insulated dwellings.

The primary energy consumption is also related to the energy consumption. How-
ever, it involves the typology of fuel too. The use of biomass boilers and PV system
implied a variation on the fuel share and, thus, a variation on the primary energy fac-
tors, as the primary energy factor for biomass and PV are lower than the one for natu-
ral gas/diesel and electricity from grid respectively. The combination of a lower (bet-
ter) primary energy factor together with lower energy consumption implied an im-
portant improvement in the primary energy consumption indicator.

A parameter that improved too is the useful energy. As the energy demand was re-
duced during the intervention, the useful energy necessary to heat the dwellings was
also reduced, meaning that this indicator improved.

The energy bill for the tenants has also been reduced due to several factors. On one
hand, the energy demand is lower, which means a lower consumption. On the other
hand, the fuel changed from natural gas/diesel to biomass/natural gas. The cost of
biomass is lower compared with the other two and the biomass share is close to 80%.
Also the PV contribution to cover part of the heating needs of the district should be
considered as it is reducing the use of biomass/natural gas and therefore reducing the
operational costs. These two factors of energy consumption reduction and RES con-
tribution justify the improvement on this indicator.

Important to highlight also the great reduction in CO, emissions, where a reduction
of 70% was achieved, mainly due to high increase in renewable energy use, and effi-
ciency achieved with dwellings insulation.

7 Conclusions

Evaluation is one of the key frameworks of the Urban Regeneration Model defined
and developed in the REMOURBAN project. This evaluation framework defines
metrics and standards for implementing the evaluation mechanisms in the project.
The evaluation of the results is key to assess the achievement of the expected im-
pacts but also it brings an essential mechanism to foster replication of the solutions
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developed which, indeed, is one of the strategic elements of the project. To ensure the
replicability of the actions it is needed to create a consolidated and consistent refer-
ence of impacts.

For the evaluation of the actions, two levels have been considered within
REMOURBAN evaluation framework: the Project Level, to provide a clear identifi-
cation of the project impact regarding actions on the three key priority areas and the
City Level, to assess both sustainability and smartness of participating cities.

The work presented in this paper is focused on the project level showing the Demo
Site Index (Ds) which has been designed for this aim and more specifically the results
achieved thanks to the actions implemented to reach a Near Zero Energy District in
Valladolid.

The interventions carried out in the buildings (both passive and active) have re-
duced all forms of energy (demand, consumption, primary and useful). The increase
of the use of renewable sources has considerable contributed to achieving a very low
dependence on fossil fuels through the implementation of solutions such as biomass
boilers and PV system. Interventions in buildings have not only reduced CO, emis-
sions, but they have also improved indoor air quality and thermal comfort for people
living in these buildings. From an economic perspective, the energy bill per house-
hold has been reduced considerably thanks to the combination of all the energy
measures.
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Abstract. Home electricity demand has increased uninterrupted and is
expected in 2050 to doubles the demanded in 2010. Making reasonable
use of electricity is increasingly important and, in that way, different poli-
cies are carried out based on knowledge of how it is used. This article
presents a procedure for measuring the potential electricity consumption
in Uruguay. The study takes as main axis the appliance ownership infor-
mation revelled by a national survey about severe socioeconomic aspects,
and combines it with data on the characteristics of appliances, collected
from local shops with an internet presence. Based on this data, an index
of potential electricity consumption is performed for different census ar-
eas. To validate the analysis, it uses electricity consumption data from
the ECD-UY (Electricity Consumption Data set of UruguaY) dataset
and performs OLS linear regressions to evaluate real consumption and
index correlation. The implementation uses Jupyter notebooks, language
Python version 3, and utils libraries such as Pandas and Numpy. Results
indicate that the departments with the highest index score are located
on the West/Southwest coastlines. About census sections and segments
in Montevideo, results show that the highest score areas are located in
the South/Southeast coastlines, while lowest score ones are located in
the outskirts. The validation process was limited by the lack of real con-
sumption data.

1 Introduction

Word Energy Outlook report, by the International Energy Agency [6], states
that residential electricity demand has increased uninterrupted worldwide. It is
expected to be double in 2050 than what it was in 2010 [7]. For that reason, it
is important to make responsible use of electricity. In that way, multiple inves-
tigations have been carried on with the purpose of apply policies that motivate
saving and reducing climate impact in factories, buildings, and homes [3,5,9,12].

The population of Uruguay is 3.4 million inhabitants. Electricity in country
is provided by the state-owned company, UTE. In 2020, the company provides
electricity to a total of 1,498,164 customers throughout Uruguay, where 1,355,995
(90.5%) are residential customers. About 1.5 million people live in the capital
city, Montevideo. The city presents an electrification rate of 99.8%, including
urban and rural areas, according to data of 2018. In average, and according
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to 2017 stats, UTE serves per month 246 kWh to each residential customer in
Montevideo.

Energy consumption data analysis and characterization are needed to apply
demand management techniques oriented to a better use of energy resources. A
possible approach for demand management is to motivate behavioral changes in
customers that lead to electricity savings. Data analysis provides precise infor-
mation on how customers consume electricity, which can be used to elaborate
effective policies to consider for promotion of behavioral changes, elaboration of
new plans and tariffs, etc.

In this line of work, this article presents an index of residential electricity
consumption based on statistics about appliance ownership. The data of the
2017 National Continuous Household Survey (ECH, by its Spanish acronym) is
used in combination with appliance characteristics information collected from
local shops with a presence on the internet. The index is calculated to three
census area levels: by departments, by sections and by segments. Real electricity
consumption data, gathered from a subset of the ECD-UY dataset [2], is finally
used to validate the correlation of the index results with real data.

The study applies a data analysis approach [10] over appliance ownership
statistics, together with appliance characteristics information, to evaluate the
potential electricity consumption by census area. Also, a validation method is
proposed for the index, using real consumption data.

Results show that the departments with the highest index score are located on
the West/Southwest coastlines, while the ones with the lowest scores are located
in the East of Uruguay. Regarding census sections and segments in Montevideo,
results show that the highest score areas are located in the South/Southeast
coastlines of the city, decreasing progressively as it approaches the outskirts
of the city. Score at the segment level shows great differences, up to six times,
between the highest and lowest extreme. The index validation process was limited
by the lack of more real consumption data.

This work is developed in the context of the project “Computational intelli-
gence to characterize the use of electric energy in residential customers”, funded
by the National Administration of Power Plants and Electrical Transmissions
(Spanish: Administracién Nacional de Usinas y Trasmisiones Eléctricas, UTE),
and Universidad de la Republica, Uruguay. The project study how computational
intelligence techniques can be used to process household electricity consumption
data and characterize energy consumption. It also focuses on determining which
appliances have the greatest impact on household electricity consumption and
in the identification of patterns in residential consumption.

The article is structured as follows. Next section describes the problem of an-
alyzing residential electricity consumption and reviews the main related work.
The proposed approach for analyzing the electricity consumption in Uruguay
is described in Section 3. The datasets and the processing are described in Sec-
tion 4. The main results are reported and analyzed in Section 5. Finally, Section 6
presents the conclusions and the main lines of future work.
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2 Analysis of residential electricity consumption

This section describes the problem addressed in this article and reviews relevant
related works.

2.1 Main research question and hypothesis

This work analyzes the electricity consumption based on an index built from ap-
pliance ownership statistics. The statistics were obtained from a national survey
implemented year by year by the National Statistics Institute (INE), Uruguay.
The formulated question is: Can an index build from appliances ownership statis-
tics model the electricity consumption per census area in Uruguay?

Some energy-intensive appliances, such as air conditioner or electric water
heater, determine the electric consumption of a household. Some of these appli-
ances are not a basic need, and therefore not every household count with them. If
a degree of the appliances ownership is calculated for census areas, is expected to
determine an average level of electricity consumption. From the previous ques-
tion and considerations, and based on intuitive ideas, the following hypothesis
was formulated to work on it.

Hypothesis: The more energy-intensive appliances owned, the higher the po-
tential electricity consumption.

2.2 Related works

The analysis of the related literature allowed identifying several approaches for
electricity consumption characterization in several countries. Most of the ap-
proaches have applied statistical tools (e.g., multilevel and logistic regression),
such as in this article. Some relevant related works are reviewed next.

Chévez et al. studied the electricity consumption in Great La Plata, Ar-
gentina [4]. Two relevant problems of the Argentinean electricity sector were
identified: 1) consumption peaks, that increased 5% per year, could not be sat-
isfied, and ii) a poor diversification of the electricity generation matrix. 1010
census areas with similar electricity consumption were identified and clustered
in eight groups applying the k-means algorithm. Results were related to socio-
demographic variables and its relevance in electricity consumption was studied.
The article concluded that electricity demands grow quickly as the ratio of peo-
ple per home and people per room increases. The greater the presence of flats in
the area, the lower the electricity consumption. In turn, the more precarious the
buildings, the greater the electricity consumption. Concerning unsatisfied basic
needs, at higher the index level, proportionally higher is the electricity demand.

McLoughlin et al. [11] analyzed energy consumption data from 3941 smart
meters in Ireland, and socio-economic, demographic, and dwelling characteris-
tics. Four parameters were considered in the study: i) total electricity consumed,
il) maximum demand, iii) load factor (the lower, the more ”peaky” of the con-
sumption), and iv) time of use of maximum electricity consumption. Linear
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regression algorithms were developed to study how the dwelling/occupant char-
acteristics and how the owned appliances affect on the electricity consumption.
The analysis concluded that electricity consumption was negatively influenced
by a higher number of bedrooms, head of households between 36-55 years, and
a higher presence of professionals. On the other hand, it is positively influenced
by dwelling type apartments and lower/middle social classes. About appliances,
households using electricity for water heating or cooking consumed more elec-
tricity than the rest. Load factor, a measure of daily mean to daily maximum
electricity demand, was sensible to the dwelling type and the number of bed-
rooms. Time length of maximum demand is more by the number of occupants
than the dwelling type. It occurs during the morning for older heads of house-
holds, and late in the day for middle age heads of households.

Anderson et al. [1] explored inferring household characteristics of census ar-
eas from electricity consumption and number of residents for Ireland too. Data
was limited to three days (Tuesday, Wednesday, and Thursday) of October 2009.
Indicators were generated to describe household electricity consumption, consid-
ering load magnitude, summary statistics, and temporal properties. First, house-
hold characteristics were identified to infer profile indicators, applying multilevel
regression considering several explanatory variables: income, employment status
of the household response person (HRP), presence of children, and the number
of residents. Then, the most likely profile indicators to reverse the direction of
the prediction model were selected by logistic regression. Results showed an ac-
curacy close to 60% to classify the employment status of the HRP. The work
concluded that, despite the accuracy achieved, it is a feasible approach to infer
household characteristics from the electricity consumption profiles.

Villareal and Moreira [13] studied residential electricity consumption in Brazil
in 1985-2013. Residential consumption represented 26% of the electricity used
in country, and the most demanding appliances were electric shower (19%), re-
frigerator (18%), lamps (15%), TV (11%), air conditioning and freezer (5%).
Elasticity values were obtained from processing explanatory variables into linear
regressions, and used to relate variables to consumption behaviours. The follow
variables were used for the analysis: number of households on the country, avail-
able family income, electricity tariffs, appliances ownership, and social /economic
policies that affect electricity consumption directly. About extra factors, the fol-
lowing three social policies were chosen: restraining of electricity consumption,
facilitate access to electricity for low incoming families, and energy efficiency pro-
grams. Three models were developed to describe the consumption: i) considering
variables represented by time series only, ii) considering electricity restraints, and
iii) considering all the extra factors. Authors concluded that a rise of 1% in the
number of residences increases electricity consumption by 1.53%, a rises of 1% in
family income increase consumption in 0.19%, and a rise of 1% in the tariff cause
a decrease of 0.23% in the consumption. The models presented high coefficients
of determination (0.968 the first, 0.989 the rest), showing a strong relationship
between explanatory variables and electricity consumption.
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In Uruguay, Laureiro [8] analyzed residential electricity consumption based
on socioeconomic characteristics, dwelling characteristics, energy uses, and tem-
perature. Ordinary Least Square (OLS) and Quantile Regression (QR) were
applied on data from 2994 houses. A cursory analysis yielded that income per
capita is a relevant factor but not the unique, owning certain appliances (electric
water heater/air conditioner) directly impacts over electricity consumption, and
thermal comfort appliances are more common in dwellings with high electricity
consumption. The OLS analysis concluded that: i) per capita income has high
elasticity, ii) an increment of 1% in the square meters of a dwelling, increments
0.06% the electricity consumption, iii) houses consume 10.8% more than apart-
ments, iv) electricity consumption increases 8.2% for each extra air conditioner
and 17.2% for each extra electric water heater, and v) regional variables do not
impact significantly in the consumption. The QR analysis concluded that: i) the
impact of income per capita over consumption is lower in high quartiles than in
low/medium ones, ii) dwelling size impact more in higher than in lower deciles
iii) the dwelling type impacts only in medium/high deciles while building mate-
rials do not impact at alliv) air conditioners impact more in lower deciles and
electric water heaters impact equally in all deciles, vi) the impact of cooking,
washing/dryer machines, and sanitary heating have an inverted ‘U’ behaviour
(low in extreme deciles, high in medium deciles). The work concluded that al-
though the income per capita is a determining variable, it is not the only one
that impacts on electricity consumption, and other characteristics must be take
into account (e.g., family composition, dwelling characteristics, and energy uses).

This article contributes by studying the electricity consumption based on
appliance ownership data processed from national surveys in Uruguay.

3 Proposed approach for electricity consumption analysis

The proposed approach for the analysis consists of building an index that scores
the electricity consumption degree, per census areas. For the construction, data
provided by the ECH national survey from the year 2017 is used. ECH counts
with several variables, described in the following section, that quantify the appli-
ances ownership of the households. The surveyed households have geo-referenced
information in at least three census levels: departments, census sections and cen-
sus segments. Further details about the census areas are provided next.

Data is grouped by census area and the likelihood of owning the surveyed
appliance is calculated. Besides, each appliances power consumption is collected
from many local shops to weight the impact of each appliance in the final value.
For example, owning an air conditioner affect more on electricity consumption
than owning a flat TV. In the same way, each appliance is categorized by its fre-
quency of use between low, medium or high. This represents a second weighting
on the appliance consumption impact over the final result. Therefore, a fridge
that is always on affects more than a notebook computer (sporadically used)
on the final results. Frequencies are assigned as a rule of thumb guided by the
authors own experience.
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The index scores are calculated as shown in Equation 1. Given a type of cen-
sus area 7 with m different areas (e.g., m = 19 if 7 = departments), A(") € R™*"
a matrix with one row per census area and one column per appliance likelihood
information; c(”) € R™ a vector with the consumption of the n appliances; and
f(") € R"™ a vector with quantified frequency of use for the n appliances. The
result is a vector indez™ € R™ where each value in position ¢ means the index
score for the area .

indez™ = A®) ) g0 | n

4 Data collection and processing

This section describes the data used for the analysis and how it was prepared to
be processed.

4.1 Census data

Used census data is provided by the National Institute of Statistics (INE, by its
Spanish acronym). INE collect data of different index with monthly, quarterly,
half-yearly and annual periodicity. The information is presented as a continuous
household survey (ECH, by its Spanish acronym) every year. The ECH collects
data about the labour market and income of households and individuals, from
a representative set of households distributed around the country.

Information in ECH is georeferenced by, at least, the department, the census
section, and the census segment. The definition of these georeferenced levels are
provided next:

— Department: Coincides with the nineteen different political-administrative
borders of the country.

— Census section: Corresponds to the first division level of the departments.
Each section area can be cut into blocks or not. Its borders coincide with
the ones used in the national census of 1963.

— Census segment: The segments are the subdivision of the sections. In census
locations or areas cut into blocks, corresponds to a set of blocks, otherwise,
the segments are a portion of territory that groups minor units with recog-
nisable physical limits in the terrain and can include population centres.

Only a subset of the indexes in ECH was selected for the analysis. The se-

lected indexes focus on georeferencing the data and quantifying appliance own-
ership. Table 1 list detailed information about the selected indexes.
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Table 1: Description of data from ECH (2017) used to build the index

name description type of value

dpto Code of the department Number (1-19)

nomdpto Name of the department String

secc Census section Number

segm Census segment Number

nombarrio Name of the neighbourhood String

d9 Number of residential rooms Number

d18 Energy source for lighting Number (1: electric; 2-4: other)
d260 Energy source for heating Number (1: electric; 2-6: other)
d20 Energy source for cooking Number (1: electric; 2-6: other)
d21.1 Electric water heater Number (1: yes; 2: no)

d21.2 Shower water heater Number (1: yes; 2: no)

d21.3 Fridge Number (1: yes; 2: no)

d21.4 Tube TV Number (1: yes; 2: no)

d21.4.1 Number of tube TVs Number

d21.5 LCD/Plasma TV Number (1: yes; 2: no)

d21.5_1 Number of LCD/Plasma TV~ Number

d21.6 Radio Number (1: yes; 2: no)

d21.8 videocassette player Number (1: yes; 2: no)

d21.9 DVD player Number (1: yes; 2: no)

d21.10 Washing machine Number (1: yes; 2: no)

d21.11 Clothes dryer Number (1: yes; 2: no)

d21_12 Dishwasher Number (1: yes; 2: no)

d21_13 Microwave Number (1: yes; 2: no)

d21.14 Air conditioner Number (1: yes; 2: no)
d21.14.1 Number of air conditioners Number

d21.15 Notebook computer Number (1: yes; 2: no)
d21.15.2 ‘Plan Ceibal’ laptops Number

d21.15.4 Other Notebooks Number

Data preparation. Preliminary analysis showed that records outside Montevideo
do not have census section nor segment values set. Therefore, the index for these
areas is evaluated only for Montevideo. The Yes/No columns were transformed
from {1,2} values to {0,1} to facilitate the multiplication by the columns that
indicate the number of appliances. Additionally, columns with common and ‘Plan
Ceibal’ laptops were merged into one with the sum of both and the lighting
columns was multiplied by the number of residential rooms to represents a light
per room. Also, to discriminate between the air conditioner and other electric
heating sources, the column indicating source was set to ‘No’ if the column
of the air conditioners has a ‘Yes’ value. The final transformation consisted of
multiplying all the columns that indicate the presence of an appliance by the
corresponding column that indicates the number of appliances in the household.

Finally, several validations were processed to assure the integrity of the in-
formation. For example, columns that indicate the number of an appliance in a
household were checked that if the value is greater than zero, then the column
indicating the presence of this appliance have the corresponding ” Yes” value. No
integrity errors were found in this last step.
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4.2 Appliance characteristics data

ECH surveys gather data about the ownership of certain household appliances.
Based on these appliances and using the information of local shops with presence
on the Internet, power consumption data was collected. Up to five different
appliance models were gathered to define the median power consumption of
each appliance. Table 2 lists the result of the data collection process, and Fig. 1
presents a bar graph of the mean power consumption together with its standard
deviation measure. It can be observed how some appliances are more energy-
intensive than others.

Table 2: List of appliances information used to build the index

Frequency  Power weighted

appliance Mean power (W) of use by frequency of use
lighting 11.8 medium 8.85
heating 1200.0 high 1200.00
oven 1380.0 high 1380.00
electric water heater 1600.0 high 1600.00
shower heater 1810.0 medium 1357.50
fridge 199.4  high 199.40
tube TV 124.8 medium 93.60
flat TV 85.6 medium 64.20
radio 20.2 low 10.10
VHS player 10.0  low 5.00
DVD player 10.5 low 5.25
washing machine 740.0 medium 555.00
clothes dryer 3154.0  medium 2365.50
dishwasher 1409.6 medium 1057.20
microwave 1068.0 medium 801.00
air conditioner 1290.0 high 1290.00
notebook 57.0 medium 42.75
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Fig. 1: Electricity consumption of the appliances used to build the index
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4.3 Electricity consumption data

Real electricity consumption data is gathered from the ECD-UY dataset [2] and
corresponds to the electric water heater consumption subset. The records origi-
nate from different clamp/meters installed by the National Electricity Company
(UTE) in the households of their customers. The subset consists of mainly two
parts, the records of the appliance consumption disaggregated and the total ag-
gregated household consumption. The location of the households varies among
the main Uruguayan cities. For this work, only the total aggregated consumption
and the customer georeferenced information were used.

The subset contains the total consumption of 541 households on which only
242 are georeferenced. These georeferenced households are distributed into 6
departments. Household located in Montevideo are located along 12 census sec-
tions and 38 census segments. Fig. 2 shows three maps at different area level. The
marked areas in each map correspond to those for which electricity consumption
data is available in the ECD-UY dataset.

(a) Departments of Uruguay

(c) Census segments (Montevideo)

Fig. 2: Maps where the marked areas represents the one that counts with real
electricity consumption data in the ECD-UY subset

The data preparation phase consisted of two steps. First, the electricity con-
sumption of customers without georeferenced data was removed from the subset.
Then, abnormal consumption values were filtered. For this task, the records with
values lower than the 15" percentile and greater than the 85" percentile were
removed.
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4.4 Implementation

The implementation consists of the next main steps: the load of the datasets,
matrices construction for power demand by appliance and appliance ownership
likelihood, processing of the index score per census area, visualization of results,
and validation of the index scores.

The processing was executed on a personal computer with average processing
power. Code was implemented in a Jupyter notebook using Python language
version 3. For the data loading and the matrices construction, the utility libraries
Pandas and Numpy were used, and the GeoPandas extension was applied for
maps generation. The resulting notebook with its processing results is available
for download at https://bit.1ly/3kGUfVO.

5 Results

This section present first the result of the proposed analysis by the three differ-
ent census areas and then the results on the validation of the data using real
consumption records.

5.1 Index scores by census areas

Results of the index by department areas show a difference up to 65% between
the first and the last position. The department that results with the highest
score is Montevideo, while the one with the lowest score was Cerro Largo. In
general, the departments that present higher scores index are located on the
west and south-west coastlines. A visual inspection of the departments in the
Uruguayan map, starting from Colonia at the most southwest and pointing to
the northeast, shows a progressive increase of the index score. That is observed
at the map presented in Fig. 3. The complete list of departments together with
its resulting index score is shown in the Table 3

Table 3: Index score by departments

score department score department
4505.8 Montevideo 3725.7 Flores
4139.5 Colonia 3695.0 Florida
4097.9  Salto 3559.0  Durazno
4008.6 Maldonado 3543.8 Lavalleja
3964.9  Paysandu 3427.0 Rivera
3915.5 Rio Negro 3385.0 Treinta Y Tres
3894.8 Soriano 3373.8 Rocha
3821.7 Canelones 3322.9 Tacuarembo
3804.3  Artigas 2950.7  Cerro Largo

3792.1 San Jose
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Fig. 3: Index scores calculated for departments of Uruguay

Results corresponding to the index score calculated by census section of Mon-
tevideo shows that the highest index score sections are located beside the south-
east coastline of the city. The difference between the highest and the lowest index
scores is up to 66%. The section with the highest score is number 10, and it cov-
ers the neighbourhoods Carrasco Norte, Buceo, Malvin, Malvin Norte, Punta
Gorda, Union, Las Canteras and Carrasco. In the opposite side, the section
with the lowest score is number 16, it covers the neighbourhoods Tres Ombues,
Victoria, Nuevo Paris, Paso de la Arena, Casabd, and Pajas Blancas. A visual
inspection on the map shown in Fig. 4 shows that starting from the southeast
coastline and pointing to the northwest, the index score decrease progressively.
Table 4 list the resulting scores by census section, together with the list of cor-
responding neighbourhoods of each section.

Finally, the index calculated by census segments shows an accumulation of
segments with highest scores on the south and southeast area of Montevideo,
while lowest scores segments are located mainly in the outskirts of the city.
Fig. 5 shows a map of census segments in Montevideo, coloured by its index
score. Results also reveal a big difference in the score among top and bottom
scored segments, differing by more than six times in the most extreme cases.
Table 5 shows a truncated list of the census segments ordered by its resulting
index score.
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Table 4: Index score by census sections

score  section  neighbourhoods

5444.1 10  Carrasco Norte, Buceo, Malvin, Malvin Norte,
Punta Gorda, Union, Las Canteras, Carrasco

5297.3 18  Punta Carretas, Pocitos, Cordon, Tres Cruces,
Parque Batlle, V. Dolores, Parque Rodo

5284.1 24 Pocitos, Pque. Batlle, Villa Dolores, Buceo

4981.8 14  Prado, Nueva Savona, Reducto, Capurro, Bella Vista

4898.2 23 Tres Cruces, La Blanqueada, Larrafiaga

4795.5 6  Centro (Norte)

4710.5 12 Reducto, Atahualpa, La Figurita, Jacinto Vera,
Larranaga, Brazo Oriental, Mercado Modelo, Bolivar

4549.0 15  Cordon, Palermo, Parque Rodo

4432.7 7  Cordon, Palermo

4428.4 4 Centro (Suroeste), Ciudad Vieja (Sureste), Barrio Sur

4414.0 5  Centro (Sur), Barrio Sur

4358.1 21 Penarol, Lavalleja, Conciliacion, Sayago, Nuevo Paris
Paso de las Duranas, Belvedere

4322.9 22 Cerrito, Brazo Oriental, Villa Espanola, Bolivar,
Mercado Modelo, Castro, P. Castellanos

4313.7 8 Aguada

4305.6 19  La Comercial, Villa Mufioz, Retiro

4211.6 20  Aires Puros, La Teja, Prado, Nueva Savona, Belvedere,
Nuevo Paris

4162.1 3 Ciudad Vieja (Sur)

4143.9 1  Ciudad Vieja (Noreste), Centro

3907.3 13 Casabo, Pajas Blancas, Paso de la Arena, La Paloma,
Tomkinson, Cerro

3867.4 9  Colon Centro y Noroeste, Colon Sureste, Abayuba,
Lezica, Melilla

3842.9 99  Flor de Maronas, Maronas, Parque Guarani, Union

Bafiados de Carrasco, Villa Garcia, Manga Rural,
Punta Rieles, Bella Italia, Las Canteras

3693.1 17  Casavalle, Manga, Las Acacias, Villa Espafiola, Piedras
Blancas, Castro, P. Castellanos, Manga, Toledo Chico
3663.9 11 Ituzaingo, Jardines del Hipodromo, Flor de Maronas,

P. Rieles, Bella Italia, Manga, Toledo Chico, Manga,
Piedras Blancas, Villa Garcia, Villa Espanola, Union
3621.2 2 Ciudad Vieja (Norte)
3616.8 16  Tres Ombues, Victoria, Nuevo Paris, Paso de la Arena
Casabo, Pajas Blancas

5.2 Validation of the proposed approach

For validating the proposed approach, the monthly average electricity consump-
tion is calculated and compared with the index score results. Finally, the average
consumption and the index scores are processed by an OLS linear regression to
measure the correlation between real consumption and the index score.
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Fig. 4: Index score calculated by census sections of Montevideo

Table 5: Truncated list of index scores by census segment

score  section  segment  neighbourhoods

9249.1 10 67 Carrasco

9120.0 10 246 Malvin

9020.2 10 75 Carrasco

9013.0 10 74 Carrasco

8687.8 10 64 Carrasco

2322.6 9 1 Leizica, Melilla

2235.4 2 3 Ciudad Vieja

2164.1 99 208 Banados de Carrasco
2141.0 13 9 Cerro

1450.4 13 113 Casabé, Pajas Blancas

Fig. 6 shows the average monthly electricity consumption of departments
with available consumption data in the ECD-UY dataset. The calculation of
the consumption is based on 242 georeferenced customers unequally distributed
in departments. The comparison of the real consumption and the index score
results shows that only two of the six departments, Montevideo (72 customers)
and Paysandu (152), are in the same order. These two departments are the ones
with more real data available, and therefore, its calculated average consumption
is more reliable than the rest (which accounts for just six or less customers each).

OLS was performed with average real consumption and index score data.
Results showed no correlation between the values but it should be taken into
account the low number of samples that conform the calculation of average
consumption. It is necessary to repeat the experiments with a more reliable
calculation of real average monthly consumption.
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Fig. 6: Monthly average consumption from real data in ECD-UY dataset

Regarding the validation of the index by census section/census segment, the
available real data is even more limited. For census sections, the available data
is from 72 customers distributed in 12 sections, meaning an average ratio of 6
customers per section. For census segments, the 72 customers are distributed in
38 segments and its average ratio is lower than 2. Both cases are not statistically
representative, and therefore, a full validation is not possible in this case.

6 Conclusions and future work

This article presented an electricity consumption analysis based on household
appliance ownership data processed from national surveys in Uruguay. The pro-
posed approach consists of building an index to score the potential electricity con-
sumption in three different census areas: departments, sections, and segments.
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Appliance information was collected from several sources and processed to
build the proposed index. Results showed that departments located the South-
eastern coastline have the highest index scores while departments in the north
and northeast have the lowest ones. Regarding census sections and segments, the
index was performed only for Montevideo and results show the highest scores
in the south/southeast coastlines and lowest scores in the outskirts of the city.
Census segments show great differences, up to six times, between extreme values.
Validation of the index was limited by the lack of more real data.

The main lines for future work are related to study the relationship between
the index and socioeconomic variables provided by the ECH, such as household
incoming, education level, number of kids, among others. Also, updating the
index to consider data from last and previous ECH versions, to study the index
evolution along time.
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Abstract: One of the most important things in a microgrid is the real-time
measurement of all its elements, whether they are consumers or energy producers
so that at the end of an established period, the total balance of production-
consumption is carried out. It is at this moment when the energy distribution
company and its costs become important. Focusing on it, a measurement system
based on an infrared sensor and Arduino has been developed, to which a specific
software is installed that allows obtaining the value of the instantaneous power
consumed by the microgrid from the reading of the LED indicator of metrology of
the meter of the distribution company with an error less than 1% daily. This means
an important improvement in the knowledge of the energy consumption of the
microgrid and implies an advance in the understanding of the electric bill allowing
reducing its cost in the contracted terms.

Keywords: Electric Smart microgrids, Arduino, Consumption, Measurement
system.

1 Introduction

A microgrid is a concept used to define a group of interconnected loads and distributed
energy resources within clearly defined electrical boundaries that act as a single
controllable entity regarding the distribution network. A microgrid can be connected
and disconnected from the grid to allow it to operate in grid-connected or island mode
(1121131

To manage a microgrid properly, it is essential to have a system of measurement,
communication, and control in real-time. This remote monitoring will help in the
management of the load and generation of the whole set, making it a semi-autonomous
or autonomous microgrid and significantly reducing the response time to supply
problems that may arise. With its implementation, an evolution from a microgrid to an
intelligent network is achieved, providing the system with two-way communication
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technologies, cyber-security, and intelligent software applications within its entire field
of action.

In this way, greater security and knowledge of all the installed systems are achieved.
After the study of the collected data, there is the possibility of modifying the
management mode, to improve it [4][5].

There are various communication technologies within this context, some of which
are copper conductors, optical fibre, power line communication, and wireless
communication. Among them, the most outstanding and most used today is the wireless
one, due to its high monitoring accuracy, its tolerance to failures, and the capacity to
cover large areas thanks to the remote control without the need of civil works [6].

In turn, several standard communication protocols provide remote control and
protection of the critical components that make up the microgrid, such as the Modbus,
Profibus, or Fieldbus Foundation protocol.

For the total control of the microgrid, measurement mechanisms must be installed in
each of the loads/generation systems, or group them by transformer stations. But if what
is sought is the generation or total consumption of the entire microgrid the point of
interest is the PCC (Point of common coupling) or meter of the distribution company.
Point where the sum of energy generated/consumed by the entire microgrid is collected
[71L81[°].

Thanks to the knowledge of these readings, different management strategies can be
defined [10], such as storing energy in situations where production is greater than
consumption, or providing energy at times when generation does not cover all the needs
of the different centres of consumption.

The introduction of smart meters have provided detailed information on customer
energy consumption [11]. In Spain, the National Commission for Markets and
Competition (CNMC) has among its functions to ensure that customers have access to
their consumption data in an understandable, harmonized and rapid manner [12][13].
However, at no time is indicated that access to data is in real-time.

The electricity distribution companies that own these smart meters allow access to
the fifteen-minute average data used to prepare the electricity bill, which is not useful
to carry out the real-time management of a smart microgrid.

The smart meters are technically prepared to perform instant queries [11] in real-
time. However, communication can be slowed down by performing instant readings,
generating a time lag that makes it difficult to perform in real-time on the microgrid.

In the case of the presented case study, after contacting the distribution company,
they allowed access to this data for a brief period, less than a month, for testing
purposes, but in no case did they grant access continuously. The only option to obtain
the same measurements as the distribution company is to duplicate the measurement
cell of the entrance substation or replace the current one with another double output
measurement cell and in both cases install another meter. Either of these two options,
apart from being costly (they can cost more than 3500€ between materials and
installation work), are complex due to the reduced space available within the substation
to install everything necessary.
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For this reason, it is necessary to look for alternatives to know in real-time the value
of the energy consumed by the microgrid or the energy injected into the distribution
network from the microgrid.

This work aims to define an alternative measurement system for the intelligent meter
of a microgrid, and of low cost that allows knowing in real-time the energy consumed
from the distribution network or the one injected to it. The rest of the paper is as follows:
section 2 explains the case study, showing the consumption of the microgrid and how
it is currently measured. Section 3 presents the proposed new measurement system, the
elements used and its installation. Section 4 details the results obtained. Finally, the
conclusions obtained and the cited bibliography is presented.

2 Measurement of consumption in the CEDER microgrid.

The microgrid under study belongs to CEDER, which is the Centre for the
Development of Renewable Energies. It is located in the municipality of Lubia, in the
province of Soria and belongs to the Centre for Energy, Environmental and
Technological Research (CIEMAT), which is a Public Research Organisation, currently
dependent on the Ministry of Science and Innovation. It covers an area of 640 ha with
more than 13000 m? built in three separate areas.

The CEDER microgrid starts from a 45 kV distribution line and serves a 45/15 kV
(1000 kVA) substation. From this substation, it is distributed in medium voltage through
an underground network to 8 transformer stations that adjust the voltage to 400 V three-
phase low voltage. The network can be operated both in ring mode, which allows a
medium voltage perimeter of 4,200 meters and in radial mode.

At CEDER, the loads are the elements that make up the centre, being the different
buildings and their equipment (motors, lighting, boilers, laboratories, etc.) the energy
demanders for its operation and thanks to which the daily activity of the centre is carried
out. All these loads are connected to the low voltage network and have different
consumption profiles, which are similar to those that can be found in an industrial
environment, in the service sector, or even in domestic consumption.

To measure consumption, apart from the meter of the distribution company, CEDER
has eight power grid/energy quality analysers (PQube). There is one in each transformer
station, on the low voltage side. These analysers are also connected to the CEDER data
network through an Ethernet card, so we can access their readings from any point of the
centre.

To obtain the real power consumption of CEDER, besides the sum of the values
measured by the PQube, we would have to add the consumption of the transformation
centres (given that the PQube are on the low voltage side and therefore do not measure
their consumption or losses) that we obtain from the test protocols of each of the
CEDER transformation centres and that vary according to their load, and the possible
losses due to the more than four kilometres of cabling that form the CEDER microgrid.

Figure 1 and Figure 2 show the comparison between the value obtained from the sum
of the PQube and the value of CEDER consumption on April 5 and 25, 2020
respectively.
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Fig. 1. Comparative CEDER consumption - Sum PQubes (05/04/2020).
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Fig. 2. Comparative CEDER consumption - Sum PQubes (25/04/2020).

The curves are parallel and the difference between both is due to the consumption of
the transformer stations. It can also be observed that in low power values (close to zero),

the curves are closer together.
If instead of one day, we see the data of a whole month, we get the results shown in

Figure 3.
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Fig. 3. Comparative CEDER consumption - Suma PQubes (April 2020).

The PQube equipment is very complete and robust, but they also have a high cost (more
than 2000 € each equipment), so we are going to look for an alternative measurement
system that allows obtaining similar results to those obtained with the PQube with a
much lower cost.

3 Proposed measurement system

To understand the measurement system to be used, it is necessary to know the smart
meter installed by the distribution company. It is a meter model ACTARIS SL7000, it
is a static meter, polyphase, in four quadrants, of multiple tariffs.

This counter has LED metrology indicators. The visible metrology pulses
proportional to the active and reactive energy consumption are indicated by two LED
indicators that blink according to the metrological constant marked on the front of the
meter (imp/kWh or imp/kVAh).

This LED indicator is used by distribution companies to perform check readings in
the field, in situations where automated reading fails, and temporarily perform manual
readings through the optical reading port.

The direct connection specifications, as shown on the meter are nominal voltage 230
V, maximum voltage 400 V, nominal current 1 A, and maximum current 10 A.

Furthermore, the metrology constant for active energy is 10000 imp/kWh, that is to
say, the LED light would flash 10000 times in an hour for every kWh imported or
exported from the distribution network, provided that there was a direct voltage/current
ratio.

In our case, there is no direct current-voltage ratio, but there is a transformation ratio
for current 10/5 A and voltage 16500/120 V.

These three parameters, metrology constant, and the current and voltage
transformation ratios will allow us to calculate, from the pulses of the LED light in a
given period, the imported or exported active power recorded by the meter.

ISBN 978-9930-541-79-1



Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 157

To measure these pulses, a measurement system based on an Arduino One will be
used, with a microSD card where the operating system and software to be used are
installed, connected to an optical sensor (an infrared meter that allows the measurement
of the light pulses of the led light of the meter) and to an Ethernet card for Arduino. The
cost of this equipment is less than 150 €.

Once the measurement system is installed, placing the optical sensor in front of the
infrared communication port of the active power (see Figure 4), it is necessary to
develop the software that allows calculating the active power from the number of light
pulses of the meter using the three parameters of the meter that we have seen previously.

Fig. 4. Mounting the measuring system on the counter.

By default, Arduino stores the measured data on a microSD card, but this would not
allow us to see it in real-time from the control system, which is why the Ethernet card
is used to connect it to the CEDER data network and communicate with it.

Data transmission from the Arduino to the control centre can be done in two different
ways:

= Arduino can be programmed to work as a web server and publish the measured
values on a web page from which our control system will read them.

= Arduino can be programmed to have Modbus TCP communication and the

ISBN 978-9930-541-79-1



Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 158

control system communicates directly with it, defining it in its configuration
file.

After several tests with each of the two systems, it has been proven that Modbus
communication is faster and more robust than the web server, so it will be the latter
system that is used.

4 Results obtained

Once the Arduino based measurement equipment is installed and programmed, and the
communication with the CEDER microgrid control system is established, the data
acquisition begins.

Comparing the data obtained with this measurement system based on Arduino with
the consumption of CEDER obtained from the measurements of the PQube network
analyzers plus the consumption of the transformer stations, it can be seen in Figure 5
and Figure 6 (for the 5th and 25th of April respectively), that the results are practically
the same.
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Fig. 5. Comparative CEDER consumption - Arduino measures (05/04/2020) and error
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Fig. 6. Comparative CEDER consumption - Arduino measures (25/04/2020).

Graphically, it can be seen that the two curves are practically the same, there are
hardly any differences between the two measurement systems. These variations can be

somewhat higher in the proximity of zero kW and below -40 kW.

If we analyze the results numerically, averaging the measurements in real-time to
periods of fifteen minutes, which is how the electricity distribution company accounts,

we obtain the results shown in Table 1.

Table 1. PQube, Arduino and Real Consumption Data (25/04/2020).

0:00

Measures PQube +

consumption Transformer

Arduino measures

Substations

Difference

Time
CONSUMPTION  INJECTED  CONSUMPTION  INJECTED  CONSUMPTION  INJECTED
(Wh) (Wh) (Wh) (Wh) (Wh) (Wh)

0:00 39641 0 39777 0 136 0
0:15 40128 0 40365 0 237 0
0:30 39909 0 39913 0 4 0
0:45 38639 0 39016 0 377 0
1:00 39492 0 39890 0 398 0
1:15 40203 0 40311 0 108 0
1:30 40671 0 41191 0 520 0
1:45 39959 0 40111 0 152 0
2:00 40690 0 40628 0 -62 0
2:15 40339 0 40470 0 131 0
2:30 40818 0 40945 0 127 0
2:45 39155 0 39267 0 112 0
3:00 40746 0 41103 0 357 0
3:15 40062 0 40522 0 460 0
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Measures PQube +
consumption Transformer Arduino measures Difference
Substations

Time
CONSUMPTION  INJECTED  CONSUMPTION INJECTED CONSUMPTION INJECTED

(Wh) (Wh) (Wh) (Wh) (Wh) (Wh)
3:30 39377 0 39682 0 305 0
3:45 40174 0 40369 0 195 0
4:00 39659 0 40149 0 490 0
4:15 39822 0 40136 0 314 0
4:30 41201 0 41191 0 -10 0
4:45 39964 0 39931 0 -33 0
5:00 40171 0 40256 0 85 0
5:15 41457 0 41584 0 127 0
5:30 41772 0 42068 0 296 0
5:45 44279 0 44420 0 141 0
6:00 45794 0 46104 0 310 0
6:15 45960 0 46469 0 509 0
6:30 45489 0 45263 0 -226 0
6:45 44522 0 44996 0 474 0
7:00 40575 0 40940 0 365 0
7:15 40247 0 40377 0 130 0
7:30 38322 0 38414 0 92 0
7:45 37600 0 37691 0 91 0
8:00 38436 0 38464 0 28 0
8:15 35475 0 35507 0 32 0
8:30 28547 0 28538 0 -9 0
8:45 23425 0 23596 0 171 0
9:00 17699 0 17709 0 10 0
9:15 12697 0 12719 0 22 0
9:30 6564 0 6415 0 -149 0
9:45 2257 0 1944 0 -313 0
10:00 0 1999 0 1800 0 -199
10:15 0 6701 0 6586 0 -115
10:30 0 13096 0 12953 0 -143
10:45 0 16597 0 16421 0 -176
11:00 0 21312 0 21516 0 204
11:15 0 30239 0 29895 0 -344
11:30 0 32089 0 31797 0 -292
11:45 0 24370 0 23983 0 -387
12:00 0 19393 0 19192 0 -201
12:15 0 21409 0 21262 0 -147
12:30 0 14532 0 14105 0 -427
12:45 0 2726 0 2891 0 165
13:00 0 14188 0 13810 0 -378
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Measures PQube +
consumption Transformer Arduino measures Difference
Substations

Time
CONSUMPTION  INJECTED  CONSUMPTION INJECTED CONSUMPTION INJECTED
(Wh) (Wh) (Wh) (Wh) (Wh) (Wh)

13:15 0 9719 0 9778 0 59
13:30 0 4406 0 4437 0 31
13:45 20396 0 20983 0 587 0
14:00 28862 0 29277 0 415 0
14:15 26628 0 26935 0 307 0
14:30 24526 0 24858 0 332 0
14:45 21314 0 21742 0 428 0
15:00 19569 0 19975 0 406 0
15:15 17618 0 17818 0 200 0
15:30 14034 0 14243 0 209 0
15:45 6539 0 6660 0 121 0
16:00 13150 0 13294 0 144 0
16:15 20361 0 20664 0 303 0
16:30 22077 0 22376 0 299 0
16:45 20838 0 20988 0 150 0
17:00 21962 0 22143 0 181 0
17:15 22431 0 22622 0 191 0
17:30 24965 0 25167 0 202 0
17:45 27476 0 27580 0 104 0
18:00 29664 0 29878 0 214 0
18:15 28709 0 28800 0 91 0
18:30 27227 0 27340 0 113 0
18:45 26031 0 26210 0 179 0
19:00 27460 0 27703 0 243 0
19:15 28202 0 28346 0 144 0
19:30 32758 0 32731 0 -27 0
19:45 35131 0 35304 0 173 0
20:00 37722 0 38001 0 279 0
20:15 38605 0 38879 0 274 0
20:30 39572 0 39810 0 238 0
20:45 37793 0 38157 0 364 0
21:00 39395 0 39820 0 425 0
21:15 40665 0 41043 0 378 0
21:30 41105 0 41193 0 88 0
21:45 39960 0 40021 0 61 0
22:00 40463 0 40408 0 -55 0
22:15 40014 0 40002 0 -12 0
22:30 40497 0 40266 0 -231 0
22:45 39595 0 39565 0 -30 0

ISBN 978-9930-541-79-1



Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 162

Measures PQube +
consumption Transformer Arduino measures Difference
Substations

Time
CONSUMPTION  INJECTED  CONSUMPTION INJECTED CONSUMPTION INJECTED
(Wh) (Wh) (Wh) (Wh) (Wh) (Wh)
23:00 41101 0 41160 0 59 0
23:15 40762 0 40706 0 -56 0
23:30 39859 0 39700 0 -159 0
23:45 39103 0 39053 0 -50 0

The consumption of the distribution network by CEDER's microgrid on 25 April
2020, measured with PQube network analyzers is 677 kWh, while that obtained with
the Arduino based measurement system is 674 kWh. The difference between both
measurement systems is 3 kWh, which is 0.44%.

If we look at what CEDER's microgrid injects into the distribution network, with the
PQube there is 57.6 kWh, while with the Arduino we have 58.1 kWh. The difference is
only 0.5 kWh, which represents 0.86%.

f we look at each of the periods averaged individually, we see that the biggest
differences when there is consumption, have a value of less than 600 Wh (587, 520 and
509). In the case of injection into the grid, the greatest differences are barely 400 Wh
(427, 387 and 378).

It can also be seen that the measurement with the Arduino is not always higher than
the measurement with the PQube, but it changes from one period to another, thus
compensating for the total daily value. Thus, the average difference between the two
measurement systems is 0.119 kWh in the 96 fifteen-minute periods that a day has.

The total energy measured by Arduino during the day is 615.8 kWh while the sum
of the PQube plus the consumption of the transformation centres and the losses in the
cabling is 619.8 kWh, which means an error of 3.97 kWh which represents 0.409%
during the whole day.

If we analyze the data of the 5th of April 2020, they are similar, although the
differences are slightly higher. In the case of distribution network consumption,
measured with the PQube, 558.6 kWh are obtained, while with the Arduino based
measurement system, 563.8 kWh are obtained. The difference between both
measurement systems is 5.2 kWh, which is 0.93%.

In the injection to the distribution network, with the PQube, 212.5 kWh are obtained,
while with the Arduino, 211.2 kWh are obtained. The difference is only 1.3 kWh, which
represents 0.61%.

If we compare each of the periods averaged individually, the greatest differences
occur for values close to zero (1.89, 1.63 and 1.58) and values below -40, that is to say
when the microgrid injects more than 40 kW into the distribution network (1.39, 1.58
and 1.25). For all other values, the differences are less than 1 kWh.

If we do the study for a longer period, and instead of a day, we analyze a full month,
we will have the results shown in Figure 7.
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Fig. 7. Comparative CEDER consumption - Arduino measures (April 2020).

We see that the results obtained for one month are similar to the daily ones and no
major differences are observed in Figure 7 between the two measurement systems
studied. Generally, it is observed that the greatest differences occur for values around
zero and values below -40 kWh.

If we analyze the data numerically, we get the following results:

= The consumption of the distribution network during April 2020 by CEDER's
microgrid, measured with PQube network analyzers is 21808 kWh, while that
measured with the Arduino based system is 21825 kWh. The difference
between both measurement systems is only 17 kWh, which is 0.077%.

= |fwe look at the injection of CEDER's microgrid into the distribution network,
with the PQube we get 1650 kWh, while with the Arduino we get 1658 kWh.
The difference is 8 kWh, which represents 0.48%.

Table 2 shows the average differences between the two measurement systems used
for all days in April 2020.

Table 2. Average daily differences between the two measurement systems (April 2020).

Consumption Consumption .

; ; Difference  Error
Day obtained from obtained from (Wh) %)

PQubes (Wh) Arduino (Wh)

01/04/2020 879.96 874.43 5.53 0.63

02/04/2020 778.97 778.26 0.71 0.09

03/04/2020 356.10 355.30 0.80 0.22

04/04/2020 302.32 306.26 3.94 1.30

05/04/2020 351.37 353.50 2.13 0.61

06/04/2020 636.82 635.36 1.46 0.23

07/04/2020 576.65 575.91 0.74 0.13
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08/04/2020 649.26 651.20 1.94 0.30
09/04/2020 538.90 541.08 2.18 0.41
10/04/2020 825.46 823.32 2.15 0.26
11/04/2020 694.97 694.81 0.16 0.02
12/04/2020 531.42 524.82 6.60 1.24
13/04/2020 679.33 681.49 2.16 0.32
14/04/2020 735.24 733.88 1.36 0.18
15/04/2020 865.15 860.49 4.67 0.54
16/04/2020 865.79 867.00 1.21 0.14
17/04/2020 721.74 719.97 1.76 0.24
18/04/2020 696.69 700.77 4.08 0.59
19/04/2020 710.01 713.65 3.63 0.51
20/04/2020 768.87 767.06 1.81 0.24
21/04/2020 976.49 968.50 7.99 0.82
22/04/2020 805.00 801.66 3.34 0.42
23/04/2020 723.40 726.33 2.93 0.40
24/04/2020 617.25 616.55 0.70 0.11
25/04/2020 615.83 619.86 4.03 0.66
26/04/2020 717.06 718.61 1.55 0.22
27/04/2020 753.97 756.22 2.25 0.30
28/04/2020 655.46 653.73 1.73 0.26
29/04/2020 434.16 439.81 5.65 1.30
30/04/2020 703.79 694.87 8.93 1.27

The average difference in April 2020 is 2.94 kW and represents a measurement error
of 0.44%. The maximum difference between the two measurement systems occurs on
April 30, 8.93 kW (error 1.28%) and the maximum error occurs on April 4 and 29,
reaching a value of 1.3%.

5 Conclusions

This paper proposes a low-cost measurement system that allows real-time readings of
any meter with active and reactive energy metrology LEDs to know the instantaneous
power consumed or injected into the distribution network by a microgrid. This
measurement system avoids having to duplicate the measurement cell at the entrance of
a microgrid connected to the distribution network with the consequent cost savings.

Its operation has been tested on the CEDER electric microgrid for validation and has
allowed knowing the energy measured by the meter in real-time, that is to say, the
energy consumed or injected into the distribution network by the microgrid with an
error of less than 1% in the worst case.

In this way, greater control of the production of the microgrid generation sources and
their consumption is achieved, which translates into better management of the total
invoice of the system with the distribution company, eliminating ranges of contracted
power and their respective costs.

Besides, this low-cost measurement system, based on an Arduino and an infrared
sensor, obtains measurements that are practically the same as those obtained with the
previous system used at CEDER, based on PQube, significantly reducing the cost of the
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system for recording the readings of the different generation and consumption elements
of the microgrid.
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1

Cities are one of the highest energy consumers in many industrial and high population
countries so much research is underway to promote the development of “Low Carbon
Cities”: This concept has primarily focused on ways to reduce the impacts of current
energy consumption in transportation and buildings. In urban areas, increased popula-
tion growth and energy demand in buildings have resulted in greater energy consump-
tion thereby driving the global share (75%) of GHG emissions [1]. Inefficient build-
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Abstract. The management of the building characteristics faces a series of un-
certainties that influence its energy performance: climate, volumetry or operat-
ing conditions. It is important to have a low-cost system that performs this
management by optimizing the coupling between production and consumption.
The knowledge of the relationship between the annual thermal needs with dif-
ferent construction parameters can help to define this management system. This
methodology will allow understanding the expected HVAC consumption based
on easily available information.

In this work, a numerical methodology has been used to estimate the thermal
loads of a building without internal gains. A simulation environment has been
developed to execute a sensitivity analysis through the coupling between
TRNSYS 16.1 and GenOpt. Volumetry, building materials according to the
Spanish regulations and percentage of windows on the external facades are
evaluated as analysis variables of the parametric study. Heating, cooling and to-
tal loads have been calculated to quantify the influence of the analysis variables.
More annual loads are required for the oldest regulations. The increase of the
number of plants and floor area reduces the annual thermal loads. Higher per-
centages of glass on the external facades lead to higher annual demands, being
more marked in the east and west orientations. The variation of the building en-
velope is obtained as the most influential factor. Finally a statistical study has
been performed to assess the annual trends reached for heating and cooling
needs. Heating trends point to more stability with two defined intervals while
cooling trends are more asymmetric.

Keywords: Energy Efficiency in Buildings, Sensitivity Analysis, Multivari-

able construction evaluation, Thermal Loads.

Introduction
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ing construction and equipment leads to an increased of GHG emissions, having a
deep impact on the climate change. A building’s operation is subject to several driv-
ing forces such as climate, site and location, geometry, facade and fenestration, archi-
tectural design, internal loads, ventilation systems, heating and cooling equipment,
and control units. During its 50-100 years lifespan, a building may change its opera-
tional requirements [2]. Therefore, it is necessary to develop analytical methods to
model building performance under future scenarios in response to climate change.

The operation of a building management system has many uncertainties that pro-
duce strong deviations from the real situation: representative climatology [3], volume-
try or operating characteristics [4]. The main objective of this article is to establish a
relationship between the thermal loads of a free-running building with different con-
struction parameters that define it, such as height, envelope properties or ratio of win-
dows on the external facades.

This work takes place under the SISGENER Project [5] that aims to develop a low-
cost comprehensive energy management system. This system establishes, in an opti-
mized way, the management of the energy generation and consumption that is carried
out in buildings with centralized services, implementing new predictive techniques on
simplified dynamic models [6], facilitating preventive maintenance tasks. One of its
objectives is the development of simplified buildings models and energy systems with
low computational cost to characterize their energy behaviour.

As the considered parameters are easy to obtain for any building, it is easy to ex-
tend the study to a district level, defining its building stock. The knowledge of the
thermal load profile for one or a few reference buildings in a location make possible
to estimate the overall needs of all the buildings in a district [7]. An estimation of the
future demand allows optimizing the production and maximizing the use of renewable
energies, reducing convectional energy consumption without losing comfort condi-
tions, thus achieving an efficient production from an energy and economic point of
view, complying with the principles that govern Smart Cities.

The optimized evaluation of a building management system requires an adequate
characterization of heating and cooling loads. There are different methodologies to
quantify the building energy performance, which can be differentiated in three catego-
ries: statistical models, numerical models and hybrid models [8]. The statistical mod-
els use mathematical correlations between the building constructive and operational
properties and the environmental conditions to which they are subjected with their
energy behaviour. These approximations usually do not require physical information
of the building and are fed by real data [9-10]. The numerical models use physical
principles to characterize energetically a building through the knowledge of its con-
structive, operational and functional characteristics [11]. These kind of approaches
solve a set of mathematical equations that describe the energetic behaviour of the
building [12-13]. The hybrid models use numerical models coupled with statistical
models to characterize the energy behaviour of buildings. This methodology solves a
set of mathematical equations defined by numerical models using real databases as
inlet information [14-15].

In this work, a numerical methodology has been used to estimate the thermal loads
of a building according to different inputs. The knowledge of the physical balance is a
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key aspect to understand the sense of the constructive parameters influence. For this
purpose, a sensitivity analysis has been carried out through a simulation environment
that combines a dynamic simulation program with an optimization program. The cou-
pling between these tools gives numerous simulation batteries that consider different
options of a free-running building with constant temperature set points. Subsequently,
a comparison between the obtained thermal loads has been made to determine the
influence of the variables analysed in the sensitivity study. Finally, a statistical study
has been carried out to identify the average, extreme values or the deviations obtained
for the annual building thermal loads.

2 Methodology

Dynamic simulation programs are excellent tools to quantify the energy performance
of multiple transitory systems such as conditioned buildings. These models consider
the energy balances produced by external and internal fluctuations, solving the cou-
pled and time-dependent equations based on its boundary conditions and input varia-
bles. The use of these tools allow the estimation of the building response when differ-
ent variables are modified, assessing its influence on the annual energy loads [16]. In
this framework, a simulation methodology has proposed to estimate the energy re-
sponse of generic buildings when different constructive conditions are applied. This
method solves a set of coupled mathematical equations with a time step of 1 hour and
without real measurements.

In order to study the influence of geometry and construction variables on the build-
ing thermal loads, a local sensitivity analysis has been performed. This study has been
carried out coupling a dynamic simulation program (TRNSYS) [17] with a parameter-
ization program (GenOpt) [18], as shown in Figure 1.

/ Sensitivity Analysis \

Base Case: Square building.

B Al [ L Simulation Engine: TRNSYS software.
Building Parametric Tool: GenOpt.

Multi-pa i " .
l l oy variables: height, area, walls, windows,

s o ' ratio between wall and windows.

= og Cost Function: annual heating and

\ cooling loads.

Fig. 1. Simulation environment to evaluate the energy performance of an unoccupied building

2.1 Base case

The dynamic simulation program TRNSYS has been used to assess the annual
thermal loads required for conditioning the building.

The base case is a square floor plan building with a height between floors of 3 m,
without internal gains (occupation, lighting and equipment). Seasonal temperature set
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points have been fixed at 21°C for heating and 26°C for cooling, with 2°C oscillation.
The reference building is located in Zamora, characterized by a cold and semi-arid
climate with little annual rainfall. The summer season is short, hot and dry; while the
winter season is cold and windy. The climate file provided by the Spanish Technical
Building Code has been used [19].

2.2  Simulation environment

A sensitivity analysis has been carried out in a simulation environment coupling
TRNSYS, as the simulation engine, with GenOpt, as the tool for the execution of
different simulation batteries. Only one analysis variable is modified in each battery
while the rest remains steady. The evaluated variables are: number of floors (2, 4 and
6), floor area (200, 400 and 600 m?), envelopes according to Spanish regulations for
Zamora (NBE-CT79, CTE2006 and CTE2013) and percentage of the glass cover on
the four main facades (25, 50 and 75%). The studied regulations correspond to the
periods of 1979-2005 (NBE-CT79), 2006-2012 (CTE2006) and after 2013
(CTE2013). Table 1 shows the limit values of the global heat transfer coefficients
defined for the envelope (exterior walls, ground and roof), windows and frames for
these three standards. Finally, the annual building heating and cooling loads have
been established as cost functions in the parametric evaluation, giving a total of 2187
simulations.

Table 1. Overall heat transfer coefficient of the building envelopes for the climatic zone D2.

Constructive element Ujnie (W/m’K)
NBE-CT79 CTE2006 CTE2013

Exterior wall 1.40 0.66 0.27
Ground 1.00 0.66 0.27

Roof 0.90 0.38 0.22

Window 3.44 1.43 0.98

Frame 4.00 2.20 2.20

3 Results

The results provided by the simulation batteries are studied taking as a reference the
average annual thermal load per m* of surface area, and the seasonal thermal loads
(heating, cooling and total). In this way, the annual building needs with different vol-
umes can be compared, attending to the compactness or the ratio between the volume
of the building and the envelope area.

3.1  Global results

Once the thermal loads of the different studied options are calculated, the extreme
cases of the series are identified for heating, cooling and total. Table 2 shows the ge-
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ometric and constructive characteristics of these extreme cases (maximum and mini-
mum values) obtained for the three series of annual loads.

Table 2. Geometrical and constructive characteristics of the extreme cases obtained for the
annual total, heating and cooling loads.

Extreme N° Floor Surface2 Area Construc.tion Window Ratio (%)
Case (m”) Normative South North East West
Minimum heat 6 600 CTE2013 75 25 75 25
Maximum heat 2 200 NBE-CT79 25 7525 5
Minimum cool 6 600 NBE-CT79 25 25 25 25
Maximum cool 4 200 CTE2006 75 7575 5
Minimum total 6 600 CTE2013 50 25 25 25
Maximum total 2 200 NBE-CT79 75 7575 5

Figure 2 represents the annual values of heating loads (Qheat, blue bars), cooling
loads (Qcool, brown bars) and total loads (Qtot, green bars) identify for the six ex-
treme cases. Higher differences are obtained for heating than cooling loads when
comparing the maximum and minimum cases, reaching percentages of increase of
80% and 9% respectively.
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Analysing the results for heating, it is observed that higher constructive quality in
the envelope provides lower values of annual thermal loads. This occurs with con-
struction regulations after 2006. The greater the compactness the lower the thermal
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loads. Finally, it highlights the strong influence obtained when the ratio of the glazed
part to the opaque part of the facade differs depending on the orientation.

Large windows in the south and east fagades are associated with higher overall so-
lar gains and morning gains respectively, resulting in a reduction of heating loads. In
these orientations the solar accumulation at first hours and during the day produces a
positive balance in spite of the losses that are associated to bigger windows. On the
contrary, lower percentage of windows in north and west orientations provide better
results in thermal heating loads. In these orientations the losses produced by large
windows give rise to a negative heat balance.

The global results obtained for cooling show that the increase of the window ratio
to the facade leads to greater solar gains in summer, resulting in higher thermal loads.
Therefore, in order to minimize the cooling loads, the size of windows in all orienta-
tions should be minimized. The construction quality of the envelope has a significant
influence on the building cooling needs. A poorer quality of construction elements
results in lower cooling loads. However, the maximum values are not produced for
the most restrictive regulation (CTE2013), the peak is produced with the 2006 regula-
tion. The greater the compactness, the lower the cooling loads.

The obtained results for the total loads are very similar to those obtained for heat-
ing. In these cases the greater annual contribution is produced during the winter peri-
od. The main difference between both series is reached for the optimization of the
window ratio in the fagcades. This is due to the fact that the total annual balance must
take into account both the heating and the cooling, trying to minimize the thermal
loads in both periods. In the annual calculation, the best combination of the window
percentage to minimize the total loads is 25% in the north, east and west facades and
50% in the south facade. This combination implies minimizing the annual losses for
the most unfavourable orientations, minimizing the morning heat contributions and
optimizing the heat contributions provided by the south facade throughout the year.
The maximum values of total thermal loads are produced with the highest percentage
of windows in all orientations.

In order to analyse the energy behaviour of the building under different construc-
tive conditions, the annual thermal loads of four reference buildings have been evalu-
ated: E1, E2, E3 and E4, whose geometric and constructive characteristics are shown
in Table 3. Building E1 represents the maximum value of total annual load. Building
E2 represents the minimum value of total annual load. Buildings E3 and E4 represent
buildings with a total thermal load close to the intermediate value.

Table 3. Geometrical and constructive characteristics of the 4 representative buildings studied.

Building N° Floor Surface2 Area Construgtion Window Ratio (%)
Case (m”) Normative South North East West
El 2 200 NBE-CT79 75 75 75 75
E2 6 600 CTE2013 50 25 25 25
E3 4 400 CTE2006 50 50 50 50
E4 4 600 NBE-CT79 50 25 25 25
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The thermal loads obtained for the four representative buildings are shown in Fig-
ure 3, as well as the average value of the simulations battery. In this graph the annual
values of heating loads (blue bars), cooling loads (brown bars) and total loads (green
bars) are indicated.

Representative Building Cases
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Fig. 3. Annual heating, cooling and total loads obtained for the 4 representative buildings and
the average value of the studied series.

Comparing the two intermediate reference buildings with the complete series, E3
decreases 30% the total mean value while E4 increases 31%. In these buildings there
is an opposite situation for heating and cooling. The heating need for E3 increases the
average value by 56% while for E4 decreases by 85%, being the opposite situation for
the cooling needs (reduction of 19% and increase of 70% respectively). The case E4
is slightly more compact, with an envelope built under less strict regulation and lower
window ratio in all orientations (except in the south fagade which is the same ratio).
These characteristics result in less solar gains during the winter and more losses
through the envelope, which leads to higher heating and total loads. This behaviour is
due to the strong influence that winter loads produce on the annual calculation. As a
result, the E3 building can be proposed for seasonal winter use and not be used in
summer (schools). On the other side, the E4 building can be proposed for seasonal
summer use (vacation housing or summer camps).

3.2  Influence of the analysis variables

The influence produced by height, envelope characteristics and window ratio in the
four main fagcades (north, south, east and west) on the thermal loads of the base case
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has been evaluated. The obtained results are shown in the following figures that rep-
resent the average values of annual loads for heating (blue columns), cooling (brown)
and total (green).

Height. The first variable to be analysed is the number of building floors: 2, 4 and
6 floors. Evaluating the annual accumulated values, lower heating and total loads are
observed as the building height increases (maximum decrease of 15% for heating and
9% for total loads). This effect is more marked when comparing buildings of 2 and 4
floors versus buildings of 4 and 6 (decreases for total loads of 6% and 3% respective-
ly). However, the cooling values register very slight variations in spite of the height of
the building (maximum increase of 3%). Figure 4 represents the accumulated thermal

needs.
Height variation
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Fig. 4. Accumulated load averages obtained by varying the height (2, 4 and 6 floors)

Envelope. The influence of the building's construction parameters on the accumu-
lated loads is analysed considering three regulatory periods. Figure 5 represents the
accumulated needs for the standards NBE-CT79 (CT79), CTE2006 (CTE06) and
CTE2013 (CTE13). As the construction regulations improve, the total annual and
heating loads decrease (maximum decrease of 85% for heating and 68% for total
loads). This reduction is being more marked for the regulations before 1979 (CT79)
and the regulation 2006 (CTE06). On the other hand, the cooling loads increase for
the regulations after 2006 (maximum increase of 22% comparing normative CT79
with CTE13).

Floor Area. Three floor areas of the building are evaluated: 200, 400 and 600 m>.
Figure 6 shows the influence of the floor area on the thermal loads. Each increase
results in a reduction of the heating and cooling loads (maximum decrease of 21% for

ISBN 978-9930-541-79-1



Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 174

heating and 46% for total cooling), decreasing the overall values (maximum decrease
of 31%).

Envelope variation
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Fig. 5. Accumulated load averages obtained by varying the enclosures of the enclosure accord-
ing to the three Spanish standards studied.
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Fig. 6. Accumulated load averages obtained by varying the floor area (in m?).
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Percentage of windows over the main facades. The influence produced by the ra-
tio of glass versus the opaque wall in the exterior fagades is shown in Figure 7. This
figure represents the accumulated annual loads obtained by the building models with
the three studied percentages of glass: 25, 50 and 75%, and the four main orientations;
north (a), south (b), east (c) and west (d). The total annual needs increase as the per-
centage of glass elements increases, with maximum values of 9.5% for north, 5.3%
for south, 18.9% for east and 11.9% for west orientations. The least marked effect is
recorded in the south orientation. This orientation registers the highest heating load
reduction when the percentage of windows increases, compensating the increase of
cooling needs. On the opposite side is the east orientation. In this orientation the cool-
ing loads significantly increase while the heating loads decrease with higher percent-
age of windows. The effect of increasing the percentage of glazing on the north and
west facades is less extreme. In both cases the heating loads increase, contrary to the
two previous orientations, but the increase of cooling loads is lower.

a) North Facade b) South Fagade

el B { a7
555 579
E 80 | g3y _E 60 - 532
£ 50 é 50
34.4
g 40 | | a0
29.7 g =
= 20 282 = w0
v ) ;
.% io g 20
8 17 9 w-
- 0 - g : .
o 5% YN 50% VN 75% VN E 255 VS S0 VS TS VS
=3
c c) East Fagade = d) West Fagade
c
<

a0
E
0
80 1 540
50
0
o
0

5% VE S0 VE 5% VE 258 V0 508 VO TS VO

® Qheat ® Qcool = Qtot

Fig. 7. Accumulated load averages obtained by varying the percentages of the glass ratio on the
north (a), south (b), east (c) and west (d) fagcades.

3.3  Statistical study

A statistical study is carried out to observe the distribution of the annual thermal
loads. This study is performed by setting the height analysis variable in the database,
giving rise to three groups of 729 simulations. Due to the order of magnitude of the
working values, the distribution of the heating and cooling loads is analysed in ranges
of 10 and 5 kWh/m’ respectively. The annual distribution of the cooling and heating
needs, as well as their accumulated values is shown in Figures 8-10.
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The most striking aspect of these graphs is that the higher the floor, the more con-
centrated the heating values seem to be. This fact is seen in the following table, which

shows the loads obtained in the three cases (2, 4 and 6 floors).

Table 4. Most frequent heating load intervals.

Qheat Qheat Qheat
oy Ay Ay At
2 Floors 4 Floors 6 Floors
30 32,92% 30 30,45% 20 39,09%
20 50,21% 20 59,53% 30 64,33%
40 65,71% 120 69,14% 110 75,45%
130 76,82% 110 78,46% 120 82,72%
120 83,95% 40 85,60% 140 88,34%
200 2 Floors Heating 120% 300 2 Floors Cooling 120%
250 - - 100% 250 4 - 100%
200 - - 80% 200 4 - 80%
g 150 60% 2150 - 60%
3
@ 100 - 40% g‘.loo | 40%
g i e
50 II - 20% 50 - 20%
o L Ill; e rr———— 0% HJELEE N — 0%
Heating Loads (kWh/m2) Cooling Loads (kWh/m2)
m Frequency —a— % accumulated
Fig. 8. Annual frequency and cumulative loads values for a 2-storey building
4 Floors Heating 4 Floors Cooling
300 - - 120% 300 - - 120%
250 4 - 100% 250 4 - 100%
200 - 80% 200 4 - 80%
3 z
£ 150 | - 60% £150 60%
= 3
$ 100 - /' 40% $100 40%
'S i w
50 - | | 20% 50 - | I I 20%
0 L IIII- ———r1r—+ 0% 0 R IIII..."'i".".‘ 0%
30 40 120140 50 110 60 80 100 AR2EB3ERB”
Heating Loads (kWh/m2) Cooling Loads (kWh/m2)
m Frequency —s— % accumulated

Fig. 9. Annual frequency and cumulative loads values for a 4-storey building
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Fig. 10. Annual frequency and cumulative loads values for a 6-storey building

Figure 11 represents the distribution of the heating loads and cooling loads
reached during the analysed period. It displays a tendency growing with height from
the first two 10 kWh/m?> periods, to concentrate thermal loads around some intervals.
In the same way, in the heating series a range is seen (50-100 kWh/m?) in which only
a few cases are obtained in the battery of 2 floors; and none in 4 and 6 floors.

40% 40%
35% 35%
30% 30%
25% 25%
20% Z 20%
15% ?{ 15%
. Iu: - H N
i 1l 5% % Hll
| | | 1Y lins.....
10 30 50 70 90 110 130 150 170 “REREBBRB G
Heating Loads (kWh/m2) Cooling Loads (kWh/m2)
m2floors =4floors m6floors

Fig. 11. Case distribution for increasing heating (left) and cooling (right) loads

The distribution of cooling values is very similar for the 3 heights, both in form
and values. The summer distribution is less concentrated than the heating. In this fig-
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ure it can be seen that the heat distribution has two clearly differentiated regions,
mainly due to the strong influence of the envelope on the thermal loads.

The statistical values indicate that the heating loads are not only lower at higher
heights; the error and deviation obtained are lower (Table 5). This trend points to
more stability. The difference in height does not have such a marked effect on the
cooling loads (Table 6).

Table 5. Statistical values of heating loads (kWh/m>).

Heating Loads (KWh/mz) 2 floors 4 floors 6 floors

Media 60.74 5427 51.60
Typical error 1.90 1.74 1.71
Medium 29.84 2570 23.07

Standard deviation 51.18 4696  46.13
Asymmetry Coefficient 0.75 0.77 0.78

Range 149.10 139.83 137.48
Minimum 13.92  11.41 10.05
Maximum 163.02 151.24 147.53

Table 6. Statistical values of cooling loads (kWh/m>).

Cooling Loads (KWh/mz) 2 floors 4 floors 6 floors

Media 29.00 30.05 29.93
Typical error 0.51 0.54 0.53
Medium 26.05 26.86 26.97

Standard deviation 13.65 1457 14.19
Asymmetry Coefficient 186.34 212.41 201.37

Range 1.17 1.18 1.13
Minimum 7729 82.14  79.88
Maximum 7.23 6.94 6.88

4 Conclusions

Within the framework of the SISGENER project, a sensitivity study has been carried
out to evaluate the influence of different constructive factors on the building thermal
loads. The base building analysed is a block without internal gains and located in a
cold semi-arid climate (Zamora). As analysis variables, volumetry, materials of the
envelope according to regulations and size of the windows in the main fagades of the
building (north, south, east and west) are considered. This study has been carried out
through a dynamic simulation environment that gives rise to 2187 simulations.

The data series obtained for the heating loads generally shows higher values than
those for the cooling loads. Evaluating the heating it is observed that the most influ-
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ence factor is the variation of the materials that characterize the building envelope.
This factor is followed by the variation in surface and height. Higher regulatory re-
quirements for building envelopes (more recent regulations) lead to lower heating
loads. The ratio of windows in the external facades is more influential in the South
orientation, followed by East and North, with the least influence being on the West.

The composition of the building envelope is a very particular element when analys-
ing cooling. Buildings built under the NBE-CT79 standard have less thermal needs
while those built under the CTE2006 standard, which have more thermal needs. The
buildings built under the CTE2013 standard correspond to intermediate cases.

The ratio of windows on east facing facades is almost as critical as the envelope.
Surface and south facing windows have a noticeable effect, less so on west facing
windows. The variation in the windows ratio in North orientation, and above all in the
building height, point to less influence. The variations made on the parameters ana-
lysed, without counting the envelope, show that cooling is more sensitive to changes.

The element whose variation is most critical over the overall thermal load is the
envelope, followed by the surface and the Eastern windows ratio. The number of
floors, the windows ratio facing north and west achieve similar order of influence.
The southern windows ratio seems to be less influential: beneficial in winter and
harmful in summer.

The statistical analysis allows understanding the global building performance ob-
tained from the simulation batteries. The distribution of the heating values highlights
two quite defined intervals and shows more stability with a higher number of floors.
The distribution of cooling values is asymmetric but more regular.
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Abstract: This paper presents a methodology to convert a network section with
generation sources, storage, and loads into an electrical microgrid. This
conversion will allow greater autonomy and efficiency in its management.
Besides, after the analysis of the recorded data, a reduction in the consumption of
the distribution network can be achieved, and therefore, a reduction in the costs
of the electricity bill. To achieve this transformation it is necessary to provide the
network with intelligence, proposing a methodology based on four steps:
identification and description of the elements that form it, choice of hardware and
software for monitoring and controlling the system, establishment of
communication between the different elements and creation of a control network
framework for visualization. As a case study, the microgrid of the Renewable
Energy Development Centre (CEDER) located in the province of Soria (Spain) is
shown, formed by different sources of generation, storage systems, and
consumption. All the elements of this microgrid are integrated with single free
software, Home Assistant, installed in a Raspberry Pi 4 to provide the network
with basic intelligence, control and monitoring in real-time through different
communication protocols.

Keywords: Smart electric microgrids, Home Assistant, monitoring and control
system.
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1 Introduction

The concept of a microgrid is a term that can be defined as the U.S. Department of
Energy [1] proposes; "a group of interconnected loads and distributed energy
resources within clearly defined electrical boundaries that act as a single controllable
entity respect to the network. A microgrid can be connected and disconnected from
the network to allow it to operate in grid or island mode. A remote microgrid is a
variation of a microgrid operating in island conditions”. Or define it more simply
"Microgrids are decentralised distribution networks that integrate distributed energy
resources and balance power generation and loads at the local level” [2].

This form of energy production, consumption, and management is becoming
increasingly important today. It was born to reduce the different environmental
problems that currently exist through a greater implementation of renewable energy
sources. However, this proposal of management using microgrids is complex to
implement and certain institutional changes are necessary to reach its maximum
potential since at present the management of the network is monopolized by large
generating companies and governments at different levels. The justification for the
monopolies in the energy sector has weakened over time with the appearance of new
companies, which, although smaller in size, are gaining more and more followers,
betting on the purchase of clean energy from sources closer to the place of
consumption.

The break-up of the monopoly will open up possibilities for intelligent local utility
networks, microgrids, and automated building energy management. Their presence in
the energy market, and the possibility of compensating for the surplus or deficit of
power in the distribution network, makes the current energy system more resilient and
efficient in terms of power quality, electricity costs and continuity of supply at critical
loads in the event of prolonged outages [3].

But microgrids also have certain disadvantages, some relevant, such as temporary
uncertainty, which can lead to some reluctance to implement them. This uncertainty is
always associated with volatile load profiles and changes in climate conditions, which
affect the uncontrollable generation and prevent the optimization of economic
planning [4][5], making it challenging to make accurate forecasts about the future
state of supply and demand [6][7][8].

To make the system more reliable and secure in terms of generation [9], storage
systems such as batteries, flywheels or supercapacitors, are established as key
elements within the microgrid system in slowing down power fluctuations and
counteracting the energy imbalances produced [10] by matching the generation and
total load of the microgrid [3][11].

To operate the whole microgrid more efficiently, it is necessary to have a
measurement, communication, and data management system to allow the semi-
autonomous or autonomous operation of the system, being able to solve the supply
problems in the shortest time possible [12][13]. There are several communication
technologies within this context, such as copper conductors, fibre optics, power line
communication, and wireless communication.
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Regardless of the communication technology selected, all microgrids must have the
following elements at the communication level: local communication structure,
hierarchical monitoring, control and management system, and intelligent controllers
for the loads, consumptions and storage systems.

As mentioned above, a microgrid can operate either connected to the main
distribution network through a common coupling point (PCC), or disconnected from
it, on the island mode [14]. A stable and economically efficient way of operating is
required [15].

The microgrid is managed by a central controller that is at the head of the
hierarchical control system. This central controller (MGCC) provides the setpoints to
the controllers of the rest of the equipment, such as generation sources, loads, and
energy storage systems. The control system will be responsible for regulating the
frequency and voltage in all modes of operation, as well as for distributing the load
between the various elements of distributed generation (DG) and storage, managing
the flow with the main network, and optimising operating costs.

To be able to control all the generation and consumption systems that make up the
microgrid, it is necessary to have Smart Meters in each of the elements to be
monitored. At present, Arduino devices are being used, which consist of a board with
a microcontroller hardware and free software. For this case, they are configured for a
real-time data collection of all the variables [16]. As for the software used, many
microgrids are monitored and controlled by LabVIEW, a payment platform that
allows the design of both real and virtual environments through visual programming
[17].

The variations proposed respect to the software and hardware previously mentioned
are the installation of a Raspberry, a computer with a reduced board with which
greater versatility, calculation power, WiFi, or Ethernet connectivity integrated into
the board is achieved. As for the software installed Home Assistant, it does not require
a paid license for its use and its programming is simpler and more intuitive, which
facilitates its integration into the microgrid and a significant reduction in monitoring
costs.

With these implementations, we achieve the objective set out in this project, which
is the transformation of a production and consumption microgrid into a smart
microgrid that allows us to act autonomously thanks to the software and hardware
configurations installed.

The rest of the paper is as follows: section 2 addresses the steps required to convert
a network section into a microgrid, such as the identification and description of the
passive network elements, the selection of the control hardware and software, the
establishment of communication between the elements and finally the creation of a
network control framework for the management of the microgrid; section 3 presents a
case study. Finally, the conclusions obtained are presented.
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2 Methodology to provide intelligence to the grid

As indicated in the introduction, this paper aims to describe a methodology that makes
it possible to provide intelligence to an electricity network to which a set of
generation, storage, and load elements are connected and to transform it into a smart
microgrid that can operate as such, with high efficiency.

The steps to be able to convert an electrical network with independent elements of
generation, storage and consumption that do not communicate with each other into a
smart microgrid and that are developed in this article are shown in Figure 1.

IDENTIFICATION AND DESCRIPTION OF THE
ELEMENTS THAT CONFORM THE GRID

v

SELECTION OF MONITORING AND CONTROL
HARDWARE AND SOFTWARE

v

ESTABLISHMENT OF COMMUNICATION
BETWEEN THE ELEMENTS OF THE GRID

v

CREATE NETWORK CONTROL FRAMEWORK

Fig. 1. The sequence of steps to convert passive network into a smart microgrid.

Step 1. Identification and description of the elements that make up the network:
The first step in providing intelligence to an electricity network is to identify and
describe all the connected elements of generation, storage, and consumption. It is
essential to know at least the installed nominal power of each generation source, the
capacity in the case of storage systems, the consumption of the most significant loads,
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a ranking of loads by priority and influence of load profile. It is also necessary to
know for each system if they allow direct communication with some of the equipment
that composes it and the communication protocols that this equipment uses.

Step 2. Selection of the monitoring and control hardware and software: The
hardware and software chosen will condition the human-machine interface (HMI) to
be used as a microgrid management system. In this section lies the main novelty of
this methodology and its main advantages. A Raspberry Pi is used, as will be shown
later, together with the free software Home Assistant.

Step 3. Establishment of communication between the elements of the network:
once the components of the network have been described, the forms and protocols of
communication permitted by each of them are known, and the control software has
been selected, communication must be established between all of them, so that they do
not function independently, but as a whole in which there can be an interaction
between them. This will allow the behaviour of each of the elements of the system to
be subordinated to that of the others so that the operation of the microgrid can be
optimized, with the consequent cost savings in the electricity bill. Besides, Home
Assistant allows to establish communication with any element through the multiple
communication protocols it has integrated, in a simple way.

Step 4. Creation of a control network framework: once the communication between
all the elements has been established, a control network framework or interface (HMI)
must be developed to observe, in a simple and as intuitive way as possible, the
operation of each of the elements of the network, and to send them operation
instructions to optimize the operation of the microgrid by increasing its efficiency as
much as possible. It should also allow the recording of monitored data for subsequent
analysis to define management strategies, and once implemented, to validate their
effectiveness.

3 Case Study

The case study to apply the proposed methodology is the network of the Centre for the
Development of Renewable Energy (CEDER), which belongs to the Centre for
Energy, Environmental and Technological Research (CIEMAT), a Spanish Public
Research Organisation, currently dependent on the Ministry of Science and
Innovation. It is located in the town of Lubia, province of Soria (Spain), and has an
area of 640 ha with more than 13000 m2 built in three separate areas (see Figure 2).
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Fig. 2. Location and buildings distribution at CEDER.

CEDER's grid is connected to a 45kV distribution network and carries out a
transformation at its entrance to 15kV. The grid is made up of eight transformation
centres that reduce voltage to 400V. The network has multiple renewable generation
systems that are not controllable (wind and photovoltaic), controllable renewables
(hydraulic turbine), non-renewable (diesel generator), different mechanical (pumping
system with tanks at different levels) and electrochemical (lithium-ion and Pb-acid
batteries) storage systems, as well as several consumption elements connected to each
transformer station which are monitored with a network analyser (PQube) installed in
the low voltage part of each transformer station.

Instead of considering the entire microgrid, only the elements connected to one of
the transformer stations will be considered, to simplify the control system and not to
repeat cases, since all the photovoltaic inverters are practically the same, the PQubes
network analysers too, etc.

3.1. Identification and description of the network components

According to the previous section, the first step consists of identifying and describing
all the elements connected to the network (see Figure 3). In this case study, they are
the following:

= Photovoltaic generation system of 5 kW, consisting of 24 polycrystalline
silicon panels of 210 W distributed in 4 series of 6 panels. The panels are
assembled on a floor structure with a variable tilt angle and connected to an
Ingeteam inverter model Ingecon Sun Lite.
To read photovoltaic generation values, it is necessary to communicate with
the photovoltaic inverter, which has a network card to connect it to the
CEDER data network (Ethernet) and allows communication using the
Modbus TCP/IP protocol.

= Wind generation system consisting of a three-bladed wind turbine of 15
meters in diameter and 50 kW power. It is a horizontal axis and works
leeward.

There was no connection to the wind turbine or its control panel, so it has
been necessary to install some equipment that allows communication. In this
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case, a National Instruments FieldPoint compact data acquisition system [18]
has been installed, which allows variables such as power, wind speed, etc. to
be measured and can be connected to the CEDER data network. This
equipment allows communication under the Modbus TCP/IP protocol.

Electrochemical storage system consisting of 120 Tudor Pb-acid 7TEAN100T
batteries of 2 V each. The capacity is 1080 Ah at 120 hours (C120). It is
connected to a 50 kW inverter/charger/regulator developed by CEDER
together CIRCE.

The inverter/charger is connected via an RS485 connector to the serial port of
a computer with a SCADA (Supervisory Control and Data Acquisition) for
battery control. Therefore, the control system of the microgrid to be
developed will communicate locally with the inverter via Modbus RTU.

Consumption: The loads are the different laboratory and workshop buildings
that make up the part of CEDER considered and its equipment, which are
connected to the low voltage side of the transformation centres. To measure
consumption, a power quality/network analyser (PQube) has been installed.
In this case study there are no critical loads to be powered in case of serious
disturbances or microgrid failure. All of them have the same level of
significant.

The PQube can be connected to the CEDER data network through Ethernet
and allows Modbus TCP/IP communication.

Distribution

Network (45 kV)
i PCC

Transformer
Station (45kV-15kV)

[j Circuit breaker

Centre 1 Centre (15kV- 400V) Centre 8

E] Circuit breaker
~~ ~ ~ | Loads |
n~e j— j—
Pb-acid
@ Battery
Case of Study

; f Microgrid CEDER
Wind Turbine Solar Panel Network

Fig. 3. Case of study microgrid.
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3.2. Selection of monitoring and control hardware and software

Once all the elements of the microgrid have been described, and their characteristics
and the form in which the communication with them is established, the following step
is the election of the hardware and the software to carry out the control system.

There are several software packages available on the market for the analysis of
energy systems, but not all of them allow the analysis and management of microgrids
based on real-time data for the prediction and behaviour of the system [19], among
which ETAP Real-Time 24 [20] is one of them. Another tool that allows this is
Acciona's Microgrid Energy Management System — uGEMS [21]. However, as seen
in the introduction, the most common way is to use software such as Labview to
design a specific program for the ad-hoc monitoring and control of each microgrid.

In this case, it is proposed to use a Raspberry Pi 4 Model B [22] [23], with a tool
developed specifically for the management of microgrid such as CIRCE and its
Energy Box [24]. The Raspberry Pi 4 Model B was introduced in June 2019 to replace
the Raspberry Pi 3 B+, with a significant improvement in its specifications, which will
increase the smoothness of operation of our control system. Raspberry Pi 4 B features
a Broadcom BCM2711B0 quad-core ARM Cortex-A72 1.5 GHz processor, LPDDR4-
3200 MHz SDRAM up to 4 GB, Gigabit Ethernet network connectivity (up to 1000
Mbps) and Wi-Fi 2.4 GHz/ 5 GHz wireless connectivity, IEEE 802.11 b/g/n/ac and
Bluetooth 5.0, BLE. It works with a Raspbian operating system, which is the Linux
(Debian) distribution prepared specifically for Raspberry.

As software, HomeAssistant is chosen [25] which is generally used for home
automation applications but that is a robust solution, economically affordable (it is
free software) and with great potential for monitoring and managing microgrids in
real-time. This system allows communication with all the elements of generation,
storage, and consumption of the network under study, through different
communication protocols and their integration into a single HMI (Human Machine
Interface). Home Assistant is a system developed in Python, free and open that allows
to monitor all the elements connected to the microgrid, to control them from a unique
interface (which allows its control from mobile devices), as well as to define advanced
rules to control each one of the elements in a simple and intuitive form.

To store data collected by Home Assistant the best solution is to use MySQL [26],
which is an open-source relational database management system. It can be installed on
the same Raspberry, with a slight slowdown in the operation of the system, or on a
different one exclusively for the database, achieving a higher system performance.

The use of MySQL is optional, although highly recommended whenever it is
required to store the monitored data for later analysis, allowing to define much more
efficient strategies for energy management of the microgrid.

The proposed control system of the microgrid is made up of three blocks:

= A communication block integrates the different communication protocols of
the microgrid's generation, storage and consumption systems.

= A database: for information storage and subsequent analysis.
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= A management block: with a user interface that allows real-time monitoring
of all elements of the microgrid and programming of energy strategies to be
defined.

3.3. Establishment of communication between the elements that make up the
network

Next, the communication of each of the elements of the microgrid with Home
Assistant has to be established. Different communication protocols allow the
transmission of information, provided that all the equipment is connected to the same
data network or other equipment in local mode and that they are in turn connected to
this network.

Among the most common communication protocols, Modbus [27] stands out above
all others. It allows us to control a network of devices (in our case, generation,
storage, and consumption elements) and to communicate them with a control system
(Raspberry Pi 4 with Home Assistant). It is the standard communication protocol in
the industry since it is robust, easy to use, open-source and therefore free and, above
all, reliable.

All elements of the CEDER network described in section 3.1 allow communication
via the Modbus protocol, namely:

= RTU: It is based on master/slave architecture, to connect a control system to
a Remote Terminal Unit (RTU) via a serial port. Typically, the master is a
human-machine interface (HMI) or a supervisory and data acquisition
(SCADA) system that sends a request and the slave is a sensor or a
programmable logic controller (PLC) that returns a response. It uses a Cyclic
Redundancy Checksum (CRC) to ensure the reliability of the data and as an
error checking mechanism.

= TCP/IP (Transmission Control Protocol/Internet Protocol): It is based on a
client/server architecture and allows communication over an Ethernet
network. No CRC required.

= RTU over TCP: It is a combination of the two previous ones. It is based on
client/server architecture for communications over Ethernet as Modbus
TCP/IP but uses a CRC as Modbus RTU.

The microgrid scheme communications are shown in Figure 4.
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Fig. 4. Elements of the CEDER’s microgrid.

To communicate each element with Home Assistant, first all the microgrid
components must be defined in the configuration file, assigning them a name and
indicating the type of communication, the IP, the port.

Once all the elements of the microgrid have been defined, the records with the
desired information for each component must be read at the corresponding addresses.
This is also done in the Home Assistant configuration file and it is necessary to have
the Modbus frame of each unit (it should be in the manufacturer's manual, but many
times it is not and it is necessary to contact the manufacturer to provide it) to know the
addresses where the variables to be read are.

In the case of uncontrollable generation elements [11], such as the photovoltaic
inverter and the wind generator, and loads (PQube network analyser), it is only
necessary to read the instantaneous power since no action instructions can be sent to
them. By contrast, in controllable generation elements and storage systems such as Pb-
acid batteries in our case, it is necessary to read all the records to develop a SCADA
that allows for control of their operation through the control panel, integrated with the
rest of the elements.

3.4. Creation of a control network framwork

Once communication has been established with all the equipment, an interface has to
be created that allows the user to see in real-time the records collected from the
elements that form part of the microgrid and to execute commands to give them
instructions (start/stop of generation equipment, loading/unloading of storage systems,
etc.).

Using Home Assistant, it is very intuitive to create a control network framework
once communication has been established with each element of the microgrid and it
has been defined in the configuration file. The starting point is a graphic interface that
allows inserting cards with different functionalities. Default cards can be added with
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maps or weather forecasts to help to estimate the production of the renewable
generation systems available in the microgrid. It also allows adding cards with
different values of all the registers read numerically (Entities) or to represent
graphically those values (Historical graph), or to represent jointly (graphically and
numerically) a value using the Sensor card. Home Assistant also allows inserting
buttons to send instructions to the different elements that have been monitored.

Figure 5 shows the real-time power values of each of the elements connected to the
microgrid under study, indicating a photovoltaic generation of 1320 W and a demand
of 9880 W. Wind speed is 5.1 m/s and wind generation is 8020 W. The batteries are
stopped, since there is no high demand to provide energy to the microgrid, nor is there
a generation surplus to be able to charge them. Moreover, batteries are almost fully
charged (SOC 98%).

CEDER i
CONTROL PANEL

General Information Wind Power Consumption

[ Date 16-04-2020 + Power BO2 W a PQubs 4RE0 W
©® Time 12:25 2 Wind Spead 51 mis

*  Season Summer Batteries

o Werkday Working day  Photovoltaic &5 Power ow
. Sun Over the horizon . B8 Power 1320W A SOC (%) LEES
& Home Cloudy B State Stapped
M Weekday Thursday

Fig. 5. Control network framework of the CEDER’s microgrid in Home Assistant.

The SCADA for the control of the batteries also has to be created, as can be seen in
Figure 6. In figure 6 it can be observed how the batteries are in the process of normal
charging, the microgrid is injecting them with 1780 W, they are at 96% of their
capacity and with a voltage of 266 V.
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Fig. 6. SCADA of batteries at the CEDER’s microgrid in Home Assistant.

Home Assistant allows representing in real-time the value of the variables collected
from each of the elements as can see in Figure 7.
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Fig. 7. Power time-series of the CEDER’s microgrid elements in Home Assistant.

4 Conclusions

In this paper, a methodology is proposed for the conversion of a network section with
generation, storage and loads into a smart electricity microgrid that can be replicated
in any network section, based on four steps: 1) identification and description of the
elements that make up the network, 2) selection of the hardware and software for
monitoring and control, 3) establishment of communication between the elements of
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the network and 4) creation of a control network framework that allows the
management of the electrical microgrid.

The main advantage of this methodology is the use of the free software Home
Assistant, installed on a Raspberry Pi 4 to manage the microgrid. Although Home
Assistant is a software whose widespread use is for home automation, it offers all the
capabilities needed to monitor, manage and integrate into a single HMI and in real-
time, all the elements of generation, storage, and consumption connected to a power
network to turn it into a smart microgrid, simply and intuitively. It is worth
mentioning the feature that this software offers us of unifying all the elements that
form the microgrid only in one HMI. This is the main feature that differs from the
most known way of monitoring, in which to know the current status of each of the
elements it is necessary to access different connection points.

With the application of this methodology, it will be possible in the near future to
establish strategies to optimize the operation of the microgrid by taking full advantage
of the generation sources and reducing as much as possible the consumption of
CEDER microgrid’s from the distribution network with the help of storage systems.
This could also lead to savings in the energy bill.
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Abstract. This paper presents a modular data acquisition pipeline to
integrate flexible assets and distributed and renewable energy sources in
households. This modular and general system’s main aim is to enhance
the data acquisition, data cleaning, and data storage steps of the dif-
ferent assets included in a Home Energy Management System, for the
later scheduling of these resources based on economic optimization. The
services that Home Energy Management Systems and data acquisition
systems can provide to tackle the current distribution network challenges
are identified. The data acquisition pipeline design is presented, being
able to stock and collect data from many different real assets, as well
as cloud-based data providers such as the electricity market price or the
weather forecast. The description of the system is complemented by a
study case, to validate the pipeline design and the data acquisition pro-
cess.

Keywords: home energy management system, electric vehicle, distributed
generation,renewable-based power plants, electricity markets, data acqui-
sition, demand-side management

1 Introduction

The electricity grid is experiencing a profound transformation towards smart
grids by including distributed energy resources (DERs) and the Internet of
Things (IoT), in an effort to tackle climate change [1]. Renewable energy sources
(RESs) help the energy transition by increasing its share in the energy mix.
Furthermore, end-users have become more aware of their role in the energy
transition. DERs, which are mainly renewable, have also been placed along the
distribution network to decentralize the electricity generation and increase the
local and renewable generation share. However, the increasing number of DERs
leads to the need for flexibility services for distribution system operators (DSO),
due to their variability, uncertainty, and often a mismatch between the time of
generation and time of consumption [2]. According to Euroelectric [3], flexibility
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is meant to be as the modification of generation injection and consumption pat-
terns both on an individual and aggregated level, to provide a service within the
power system. These flexibility services could be provided by several resources,
from different nature, being centralized or decentralized. That includes central-
ized energy storage (CES), distributed energy storage (DES), electric vehicles
(EV), solar panels (PV), or flexible loads such as water boilers (EWB) or space
heaters (SH) [4], located in the distribution network, and owned and managed
by end-users or third-parties. Flexibility is currently deployed by integrating en-
ergy storage systems, the activation of demand response (DR) mechanisms, and
the development of flexibility markets [5].

Demand-Side Management activities (DSM), being the name for end-users’
flexibility, are known by their numerous advantages, and can be essential for
energy strategy and policy development [6]. First of all, it enhances the gener-
ation and consumption of locally-produced electricity [7]. In terms of the DSO
benefits, this source of distributed flexibility can help the DSO in the conges-
tion management of the network [8]. From the end-user perspective, there are
several advantages, such as lowering the carbon footprint or achieving a cheaper
electricity bill [9].

Several works in the literature have investigated how home energy manage-
ment systems (HEMS) can help in the integration of DERs at a household level,
as well as enhancing the implementation of DSM activities, see [9-12].

Research has tended to focus on a reduction of the energy bill rather than
lowering the carbon footprint of the electricity consumption at household level.
In [12], a HEMS has been designed to re-schedule electricity consumption from
expensive to cheaper time-periods, also known as price-based programs. Related
to economic savings, [13] proposes an incentive-based program, where the end-
user is economically remunerated when providing flexibility by increasing or
decreasing his or her electricity consumption at that specific time period. More
recent evidence [9] proposes a novel DR mechanism, instead of the commonly
known price-based programs. In that article, an environmental-based DR service
is developed, and results show that significant reduction in terms of COs can be
achieved, compared to traditional schemes.

One of the requisites of HEMS is to improve the energy consumption at
household level. These systems should be capable of communicating with the
different home appliances to be monitored and controlled. Furthermore, this
system needs some external communication as well to receive data from other
sources, as Application Program Interfaces from the electricity market or from
the aggregator. On top of that, HEMSs require of some intelligence to handle the
acquired data, store it in a general and useful way, as well as calculating energy
consumption forecasts before feeding these data into the main optimization algo-
rithm of the home energy management system. In that sense, some open source
and private initiatives have been developed to create HEMs according to the
prior requirements, see [14, 15]. Some of the most known initiatives are Building
Energy Management Open-Source Software (BEMOSS), Open Energy Monitor
and PowerMatcher [15]. These initiatives tend to focus on three objectives: data
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acquisition, data visualization and asset scheduling. However, the main short-
coming of these systems is the lack of adaptability to assets coming from different
manufacturers. Furthermore, none of them include the possibility to check the
electricity market price, essential for scheduling the household assets based on
the electricity tariff or the possibility to calculate asset forecasts, required for
the HEMs optimization algorithm.

Implementing a HEMS can lead to some challenges and derived issues that
the end-user should face. Some of them are the possible loss of comfort due to
allowing third-parties to control and schedule his/hers resources [16, 17]; the lack
of standardization, that adds more difficulties on the integration of the flexible
assets under the same HEMS [18]; or the low value of savings that the end-users
can achieve by participating in DSM programs [19].

HEMS require to have a stocked database with relevant data regarding elec-
tricity prices, weather forecast parameters, actual weather values, electricity
consumption from smart meters and sub-meters, flexible assets parameters and
real-time status, electricity grid parameters, and site self-generation and con-
sumption values, as well as forecast algorithms for the load curve prediction of
some of the flexible assets. In this study, a modular data acquisition pipeline
is proposed, which consists of five different modules, covering from data extrac-
tion and storage to optimization and data visualization. This system’s objective
is to enhance the integration of different flexible assets, with different natures,
data structure, and user-interface under the already existing and same HEMs,
minimizing the difficulties in terms of integration and manually data integration
processes. The developed data pipeline is flexible and versatile to store gener-
ated data in an automated way, coming from different sources, but also robust
to ensure reliable data storage and pre-processing. The data-acquisition pipeline
proposed in this paper comes along with the research developed in the INVADE
H2020 Project (Grant agreement No 731148) , as well as the FLEXRED Project
(RTI2018-099540). Hence, the data acquisition pipeline is defined in such a way
to allow the integration with the flexible devices installed under these projects,
and for a later integration with the private HEMs designed under the develop-
ment of these projects. However, and since the authors seek for the development
of open-source initiatives, the data structure of this data acquisition system is
ready to be integrated as well with the Open Energy Monitor initiatives for data
visualization purposes, since the model developed in this paper is responsible for
the data collection, cleaning, storing and asset forecasting.

The paper is structured as follows: Section 1 provided a literature review
of all the services that HEMS can provide to distribution networks employing
DSM programs. A case study in a residential household in Barcelona is explained
in Section 2. Then, Section 3 defines the data acquisition system structure to
integrate the already existing optimization module, as well as each flux in the
data pipeline to achieve the previously mentioned objectives. Section 4 imple-
ments the previously defined data pipeline to the case study defined. Finally,
conclusions are drawn in Section 5.
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2 Case Study: Household implementation

Section 1 has presented the challenges and benefits of HEMS for the development
of DSM activities for flexibility provision. This section presents a real case study
to test and validate the data acquisition pipeline. The case study is based on
a residential household located in the province of Barcelona. It is based on one
residence with flexible assets as an EV, EV charger, and PV panels. Furthermore,
the household is equipped with a smart meter from which the main consumption
of the household is recorded. Table 1 details the assets located in the house, as
well as the electricity tariff of the end-user. The first step prior to implementing
a HEMS in a specific household should be the calculation of the potential saving
by activating DSM programs, to ensure that the activation of DSM activities
results in some benefits for the end-user.

Table 1: Household assets overview

Asset type Model Specifications
EV Nissan Leaf 2018 350 V, 62 kWh, 3.7 kW AC charging
PV panels LONGIi LR4-60HPH-360M |360 W Power Output at STC

S 4000 W Nominal Power Output
PV Inverter Fronius primo 4.0-1 180-270 V Output voltage range
Electricity tariff |Endesa PVPC 2.0 DHA 4.5 kW

To understand the optimization model for calculating the potential savings by
implementing DSM activities, one should know the different available electricity
tariffs in Spain, as shown in Figure 1. There are three possible tariffs for that
chosen retailer contracted by the household: 2.0, 2.0 DHA, and 2.0 DHS. Also,
in this figure, the actual scheduling and the optimal scheduling of the EV are
shown. As can be observed, under the optimal scheduling, the EV charges its
battery only when the lowest prices appear.

Hence, a batch of scenarios is defined, covering the worst scheduling, the
current one, as well as the optimized one. From there, the possible savings and
costs can be obtained, as shown in Figure 2. This figure shows all the possibilities
between the scheduling strategy versus the contracted tariff. Summarizing the
results from the table, the potential savings can be up to 400 € per year under
the DHS tariff and the optimal scheduling. With the essential benefits of DSM
in terms of decarbonization of the power system, together with the additional
possibility of reducing costs, HEMS’ implementation would be a feasible option
for several households.
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Electricity Tariffs and Load Profiles
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Figure 1: Spanish electricity market PVPC price structure
Costs 100542€| 69271€| 71392€| 1.041L67€| 1.064,39€| 1.064,37€| 98892€| 67571€| 66559¢€
Actual  |Worst Worst —|Worst Optimal (Optimal
Actual with case with [case with |case with |Optimal |case case
Costs Options with 2.0A ODHS  |2.0A 2.0DHS |case 2.0A 2. \ 2.0}
Actual with
100542 € |2.0A -36,26 € -58,95 €
Actual with |
Actual with
713,92 € | 2.0DHS

Worst case
1.041,67 € [with 2.0A

1.064,35 € [with 2,0DHA
Worst case

1.064,37 € |with 2.0DHS 02 €
Optimal case
988,92 € = -52,76€| -7547€| -7545€
675,71 ¢ -17,00 €
665,50 € | 2. -27,13 €

Figure 2: Potential savings and total costs

In this case study, as seen in Table 1, the integration of PV and EV is
considered, as well with the household consumption and electricity tariff. It is
important to know, apart of knowing the several benefits of the implementation
of DSM activities, what the current consumption and generation profiles are.
This can be seen in Figures 3, 4, 5, and 6, showing the consumption profiles for
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both a week day and a day in the weekend (Figures 3 and 4); as well as the
combination of consumption and PV production (Figures 5, and 6). It can be
noticed how the consumption patterns differ from weekdays to weekends, as well
as how variable and uncertain the solar power output is based on the weather
conditions. As can be noticed from the prior economic analysis and the data
visualization plots of the current consumption and generation patterns, a HEMS
is feasible and economic savings can be achieved. Hence, the development of a
data acquisition pipeline is also feasible and necessary for achieving the HEMS
implementation in a real case study.

Figure 3: Household consumption on a weekday

Figure 4: Household consumption on a weekend day
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l ‘

Figure 5: Household consumption and PV production on a sunny day

] |

AR |!. .

Figure 6: Household consumption and PV production on a cloudy day
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3 Data acquisition pipeline design

According to [20], a Home Energy Management System (HEMS) is an inter-
face of demand-side management programs used by the end-users. It assists the
end-user and schedules the resources available in the household by solving an
optimization problem, taking into consideration the available generation from
the distributed and renewable energy sources in that household, other flexible
assets such as water boilers or electric vehicles (EV), and market prices or even
weather forecast. Figure 7 shows the current structure of the HEMS used for
the current project and case study. There are five blocks, covering the following
steps: Data extractors and treatment, asset modeling, optimization, actuators
and controllers, and data analytics. This study addresses four out of five blocks,
being the optimization block out of the scope of this paper. The aim of the
presented data acquisition pipeline is to perform all the data pre-processing and
data wrangling in a way that can easily be integrated with the already existing
optimization modules in HEMS. An upstream layer collects useful data and re-
sults from each specific block, known as data storage. This module can include
data required by one or many of the downstream blocks and data visualization
figures for later analysis of the HEMs performance.

Dptimization Actuntors m
0 coniraller P

isuislization

Dt prsidrs from asterr sarvers

Extemal sources
S ¢ and trestment
| K Fosw
Colle: =

Brectricity prices

Waathar paramacrs | | ey Elactric sicrage

Seoting
Bt e the inteal il | " = Theteal titags

Climaszation
Extractrs datn
W e Shiftaoe oads

5 Car 8800
Temisetature dersors Diplacastie bsds

& Curment weather BRLE!
Cument sensar
Forecast woather BEOD
Grid BBOD
HEE BBDE
Parvemt s
P farscast SE00

BY camectes
forecast BBLO

Loacs foecast

Actuation 8B0D

Figure 7: HEMS Structure

The data pipeline design is the main element for integrating different assets
and data sources under the same data stream. According to [21], a data pipeline
can be defined as a software that removes many manual steps from the process
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and enables a smooth and automated flow of data. In a nutshell, it automates
the processes involved in extracting, transforming, combining, validating, and
loading data for further analysis and visualization. Figure 8 shows the data
pipeline structure defined in this project.

Figure 8: Data pipeline structure and flow

4 Data pipeline implementation

4.1 Data extractors and pre-processing

The first module that acts in this system is the data extractor and data pre-
processing module. This module is responsible for requesting data from numer-
ous Application Programming Interfaces (API), analyzing the data structure,
dealing with missing values and errors in the data, and storing them using a
standard format for each data source. Figure 9 shows in a more specific and
detailed way how the data pipeline is applied for each data source and how the
chosen protocol is used. Four data sources are covered: weather data, EV data,
PV production, and electricity market prices. Table 2 shows each data source
included in this model, the features obtained for each type of module, as well as
the granularity of the data requests. As can be seen on the table, the request is
made on a different time scale for each data source, depending on the source’s
nature and the frequency of new data generation. For example, the Spanish elec-
tricity market updates its PVPC prices once per day in the evening. Hence, the
module called PV PC _prices.py will request new data for the data storage only
once a day after the market-clearing time period is over (i.e., 20:00 CEST).

4.2 Assets and forecasting models

To provide the required information to the HEMS for the calculation of the
optimal scheduling of the resources, two different time horizons have to be con-
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Table 2: Data collection

Data request
granularity

Name Parameters

Weather forecast and actual weather values
Temperature: value, feels like, minimum, maximum
Pressure

Humidity

Visibility index

Wind: speed, direction

Cloudiness index

Rain index

EV location

Battery: SOC, temperature, capacity

Plug: Status, charging speed, instant power
EV: indoor temperature

Frequency

AC Voltage / Current

DC Voltage / Current

Power Flows

PVPC 2A hourly market price

Electricity market prices (PVPC_prices.py)|once a day PVPC 2DHA hourly market price

PVPC 2DHS hourly market price

Weather data (weather.py) every 1-2 days

EV Data ( NissanAPL.py) every 15 minutes

PV production (fr_inverter.py) every 5 minutes

sidered. Hence, different data sources will be required for each of them. As can
be seen in Figure 10.

Activation
Time

D-1

Weather forecast (for day D)
PV production forecast (for day D) HEMS
Household consumption forecast (for day D) ~ Optimization

PVPC market price data (for day D)

Figure 10: Modules Timeline

In this system, there are three forecasting models required:

— Weather forecast: provided by an API.
— PV production: calculated on a day-ahead basis.
— Household consumption: calculated on a day-ahead basis.

For the sake of clarification, the EV charging process is not forecast because
it is considered as a fully controllable and shiftable load. Hence, its parameters
are known, and the charging process’s scheduling will be regarded as an output
of the optimization module. On the other hand, the PV panels installed in the
household of study are considered as curtailable, meaning that their generation
can be reduced if it is required. Since the curtailed power will output the opti-
mization module, a prior forecast is necessary to feed the optimization module.
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In the case of the household total load consumption, no curtailable loads are con-
sidered. However, to evaluate the total load consumption and the total price of
this electricity consumption, a forecast must initialize the optimization module
for scheduling the resources.

4.2.1 PV production forecast

For the PV generation forecast, different PV system elements have to be forecast
or modeled, being those as follows:

— Irradiance: obtained from the geographical location and weather conditions,
employing an external API and the python library puvlib.

— PV panel model: Single diode model for each cell, based on [22] and the
python library puvlib.

Figure 11 shows the PV production forecast from the developed model, com-
pared to the actual value of the PV production for a time horizon of 16 days. In
Figure 12 the PV array DC voltage forecast versus actual values is shown.

Figure 11: PV production for 16 days. Forecast and real value

4.2.2 Household consumption forecast

In the case of household consumption, the only available data is the histori-
cal household consumption of 1 year, with a time granularity of 1 hour, from the
main smart meter. For the sake of simplicity, and to have a fast and straight-
forward forecasting tool for the household consumption curve, the climatology
approach has been chosen. This approach is based on meteorologic forecasting
tools and can be applied to many different techniques, as in [23]. The main
objective of performing a climatology model is to define a benchmark of the
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Figure 12: PV array DC Voltage. Forecast and real value

model, to compare advanced models against it in a later stage. In this project,
the model is developed by calculating an average consumption model for each
day of the week based on the historical data. Figure 13 shows the climatology
model for a typical Monday of study, compared to the real consumption values.
In this model, the RMSE score was 0.748 kW. Since this model is considered a
benchmark, it cannot be compared to any previously existing model.

Figure 13: Household load consumption on Monday. Real value vs forecast.

5 Conclusions
This paper presented a modular data acquisition pipeline for the integration of

different-nature assets into an existing HEMS. This system is robust and flexible
since it can store data from different sources and different data structures in an
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automated way. Simultaneously, the proposed approach is robust and scalable,
allowing integrating this system to already existing HEMS. To complement the
data pipeline’s technical definition and design, a case study has been developed
to test and validate the system in a real scenario. Results derive that the model
can integrate real flexible and controllable assets such as EV and PV panels,
accurate metering data from the main smart meter, and data can be requested
and extracted from cloud-sources, as it is the case for weather data and electricity
market data. This performance validates the solution and its readiness for further
integration with a HEMS.
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Abstract. Energy demand management is an important technique for
smart grids, under the paradigm of smart cities. Direct control of devices
is useful for demand management, but it has the disadvantage of affecting
user comfort. This article presents an approach for defining an index to
estimate the discomfort associated with an active demand management
consisting of the interruption of domestic electric water heaters to per-
form a load shifting. The index is defined based on estimations of water
utilization and water temperature using continuous power consumption
measurements of water heaters. A stochastic forecasting model is applied,
including an Extra Trees Regressor and a linear model for water temper-
ature. Monte Carlo simulations are performed to calculate the defined
index. The evaluation of the proposed approach is performed using real
data for both the forecasting model and the temperature model. The real
effect of interruptions on the water temperature of two water heaters is
compared to validate that the thermal discomfort index correctly models
the impact on temperature. This result allows ordering devices by their
thermal discomfort index and having a fair criterion to decide which ones
should be interrupted.

1 Introduction

The concept of energy demand management is very relevant in nowadays smart
cities, especially considering the smart grid paradigm [12]. Energy demand man-
agement refers to administering the energy consumption of end consumers of
an electric grid, in order to promote better energy utilization. The most widely
applied actions for demand management are load management (aimed at modify-
ing/reducing/shifting the demand) and energy conservation (aimed at reducing
the demand via technological improvements). Other actions applied for demand
management include fuel substitution and load building [2]. Among load man-
agement techniques, the most used are peak reduction (reducing consumption
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in periods of maximum demand), valley filling (promoting energy utilization in
off-peak periods), and load shifting (from peak to off-peak periods).

In daily operation, electricity generation and transmission systems may not
always meet peak demand requirements. In these situations, various demand re-
sponse and demand management tools can be used in order to mitigate overloads
in the electrical system. One of the simplest methods for direct load control is
allowing the electrical company to remotely control those devices with thermo-
stat, especially those that have important thermal inertia. Remote control is a
very effective technique to achieve peak reduction and load shifting at critical
moments. However, the benefits of the reduction in the operating cost of the elec-
trical system must be weighted against the loss of comfort that the users of the
controlled devices may have. Assigning an economic value to the loss of comfort
associated with an intervention requires quantifying such comfort in advance.

In the main Uruguayan cities, more than 90% of households have a thermostat-
controlled electric water heater (according to the 2019 continuous household
survey by National Statistics Institute, Uruguay [6]) Furthermore, electric wa-
ter heater is one of the most energy-intensive household appliances (it represents
34% of residential energy consumption, in average). Thus, it is an ideal candidate
to be considered for remote load control as demand management technique.

In this line of work, this article proposes a methodology to calculate a Ther-
mal Discomfort Index (TDI), associated with a remote intervention for load
management. The computed index evaluates the discomfort for users generated
by the intervention of an electric water heater. T'DI is computed from real data,
a linear temperature model, and a forecasting model for water utilization ap-
plying artificial neural networks (ANN). The obtained TDI makes it possible to
decide in which order the electric water heaters should be interrupted to mini-
mize total discomfort. The key aspect of the proposed methodology is to know
in advance the value of the T'DI, in order to decide if it is economically profitable
to carry out an intervention.

The experimental analysis is performed using data from real electric wa-
ter heaters in Uruguay, gathered in the ECD-UY dataset [3]. ECD-UY includes
power consumption utilization of water heaters installed with remote control and
power measurement device in representative households in the main Uruguayan
cities. Results reported for the considered case study demonstrate that the pro-
posed index managed to capture the impact of thermal discomfort, fulfilling the
objective of sorting electric water heaters to be properly managed by applying
a direct control strategy.

The article is organized as follows. Section 2 presents the formulation of
the demand management problem through direct control of devices and reviews
related works. Section 3 describes the proposed approach to define a T'DI. Details
of the developed implementation are provided in Section 4. Section 5 reports the
experimental validation of the water utilization forecasting, the temperature
model, and the proposed index for a case study. Finally, section 6 formulates the
main conclusions and lines for future work.
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2 Demand management and direct control of electric
water heaters

This section describes demand management strategies, direct load control ap-
plied to load shifting, and the problem of affecting comfort of the end user.

2.1 Demand management

The traditional model of an electric system feeds electricity to the end consumers
through a unidirectional power flow. This flow is supplied by centrally controlled
generators. With the development of energy markets and distributed energy
resources, the concept of energy demand management has emerged. This concept
includes a set of techniques oriented to modify the energy demand of consumers
of an electric grid to fulfill specific goals [4]. The subset of these techniques that
try to reduce the energy demand of consumers in the short term is known as
demand response.

This article focuses on direct load control, a technique that is considered as
an effective way to achieve immediate power reduction in a very short time. To
handle this technique, the electricity utility must have permission to switch off
the devices of end-users, which is usually obtained via specific agreements that
grant users a monetary incentive. Among the main reasons for power reduction
are implementing peak reduction [5], which allows obtaining a more stable grid,
and providing frequency regulation services [22], which allows maintaining the
system frequency very close to 60 Hz, preventing deviations that affect generators
and also make the grid unstable. This article addresses some aspects related to
the direct load control of electric water heaters, mainly focusing on the impact
of using this tool in the thermal comfort of end-users.

2.2 Load shifting with direct control of electric water heaters

In most countries of the world, the profile of total electricity demand consump-
tion shows a pronounced peak two hours after the return of workers to their
homes. Usually, the power consumption of electric water heaters also presents a
peak that coincides with the total consumption peak as shown in Fig. 1, which
is explained by the showers that people take when they return from work. In
addition, electric water heaters have the ability to accumulate energy in the form
of heat inside the water tank. Thus, it is possible to switch off the device in a
smart way, so that users thermal comfort is not affected.

According to the aforementioned correlation, in the presence of a demand
peak, there is an amount of energy associated with the electric water heaters
that can be deferred by turning off the devices in a moment, and turning them
on in the future. Using this strategy, a load shifting on the demand curve is
implemented, because the total amount of energy remains equal but the load
profile is modified. Several studies have addressed the load shifting problem
using direct control of devices, but few of them have focused on quantifying the
thermal discomfort generated by the application of this technique.
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Fig. 1: (Normalized) total power and electric water heater demand in a weekday

2.3 Problem formulation and related works

Problem formulation. The problem proposes determining a TDI to evaluate
quantitatively, the discomfort generated by the application of load shifting using
a direct control of electric water heaters.

To address the problem, the first step consists in analyzing which variables are
involved. In the case of electric water heaters, the variable that affects comfort is
the temperature of the water in the tank. Installing a remote device to the water
heater that allows measuring its power and switching it on/off is reasonable since
it can be achieved without modifying its structure [15,16]. However, installing a
remote thermometer to measure the temperature of the tank requires modifying
structure of the water heater, which implies a large monetary investment.

The most important issue when analyzing comfort is comparing the same con-
trolling action between several electric water heaters, in order to decide which of
them can be affected while minimizing the probability of generating discomfort.
Therefore, it is not crucial to determine the temperature exactly; computing
a good approximation is enough to analyzing differences. Another aspect that
seems trivial but worth to consider is that users perceives thermal discomfort
only when they use water and its temperature is below a threshold. At any other
time, users does not give relevance to the water temperature.

According to the considered aspects, to define an index of discomfort in the
event of an intervention, the water utilization and the temperature of the water
in the tank must be estimated. The proposed approach addresses these two lines
of work and defines a discomfort index based on the corresponding findings.

Related works. Several works in the literature refer to peak load reduction strate-
gies implemented in smart grids [5,25]. A special type of devices to perform load
shifting are thermostatically-controlled appliances (TCA), due to the flexibility
to select the thermostat set point [8,18]. Some TCA can store energy, providing
a great advantage when performing load shifting strategies. This is the case of
domestic electric water heaters, which are the focus of this article. Nehrir [13]
analyzed an interactive demand side management strategy for electric water
heaters, but without elaborating on specific aspects of thermal discomfort. Xi-
ang [23] studied a complex strategy to minimize thermal discomfort related with
electric water heater control. The proposed strategy required a large amount of
information. Thus, the approach is difficult to apply in practice.

ISBN 978-9930-541-79-1



Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 214

Electric water heaters: Evaluation of impact on thermal comfort 5

TCA demand response control strategies can be effectively implemented pro-
vided that thermal comfort is not compromised. This crucial issue has been the
focus of several works. Kampelis [7] evaluated thermal discomfort in demand
response control of heating, ventilation, and air conditioning, but the strategy
used requires knowing the real temperature. Regarding electric water heaters,
the study of the user hot water utilization profile is a key aspect for estimat-
ing discomfort. Seyed [21] studied whether a smart heating system can benefit
from good predictions of the user behaviour. In turn, Pirow [19] proposed an
algorithm for the estimation of domestic hot water utilization, but the technique
requires the installation of temperature and vibration sensors.

The main factor that defines comfort is the water temperature. Thus, a model
to estimate water temperature is crucial for the effectiveness of the comfort eval-
uation. Paull [17] proposed a water heater model to estimate the temperature
of the water in the tank as a function of time and the related variables. The
study by Lutz [10] provided a comprehensive empirical analysis of a simplified
energy consumption model for water heaters considering the variation of the
temperature of the water in the tank. Finally, comfort evaluation must be con-
sidered in the problem of controlling a subset of electric water heaters using a
ranking that sorts the devices according to an appropriate criteria. Yin [24] pro-
posed a scheduling strategy based on a temperature state priority list. In turn,
Al-Jabery [1] analyzed a scheduling strategy for electric water heaters based on
approximate dynamic programming techniques and g-learning.

The analysis of related works indicates that few articles have studied the
thermal comfort effect when applying direct load control of electric water heaters.
This article contributes in this line of work, by proposing an approach to evaluate
the thermal discomfort of an intervention on electric water heaters, without
requiring installing a thermometer to measure the water temperature.

3 The proposed approach for defining a discomfort index

This section describes the proposed approach for defining a discomfort index
applying ideas described in the previous section and following a data analysis
approach [9,11] over a group of 140 remotely controlled electric water heaters
located in Uruguay.

3.1 Data preparation

The data used in this article was provided by the Uruguayan National Electricity
Company (UTE). It corresponds to “Electric water heater consumption”, one of
the three subsets included in the EDC-UY dataset [3], which gathers data from
521 households located in the main Uruguayan cities.

Electric water heater consumption records has a sample period of one minute
and cover a date range from 12" July 2017 to 26" June 2019. Customer records
were filtered by the recording length, keeping only those that have more than 5
months of recording (i.e., at least 216.000 records).
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The disaggregated electric water heater data have several gaps caused by
different problems during the data collection process (e.g., misworking of the
data transmission network, power failures, etc). The gaps were fixed using two
techniques: resampling and refilling.

The resampling technique normalizes the sample period to an exact minute.
First, the records are grouped by customers to build one-minute record contain-
ers. Then, records whose datetime match with the date range of the container,
are assigned to it. In case one or more records match the same container, the
minimum consumption value is set, otherwise, a null value is set. The resulting
data is taken as the input of the refilling technique. First, data gaps (i.e., consec-
utive missed records) are detected and refilled according to the following criteria.
Starting from both extremes of the gap up to seven minutes forward /backwards,
the missing data is recreated by a linear interpolation method. Finally, if miss-
ing values are still present at the gap (i.e., gaps is larger than 14 minutes), zero
values are assigned. The described process results in normalized time series of
consumption values without gaps.

A Jupyter notebook was implemented for data preparation, based on scripts
provided by ECD-UY, using Python (version 3) programming language, and
libraries Pandas and Numpy. The resulting notebook is available to download
from https://bit.ly/2RN0O8SW. The effects of refilling on electric water heater
activation is observed in Fig. 2 (missing records) and Fig. 3 (after processing).
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Fig.2: A fragment of the electricity consumption of an electric water heater
(meter id. 466147) before refilling the data gaps.
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Fig.3: A fragment of the electricity consumption of an electric water heater
(meter id. 466147) after refilling the data gaps.
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3.2 Water utilization forecasting model

Description. A particularity of electric water heaters is that when they are on,
their power consumption has just slight variations, and it can be considered as
constant. Therefore, the load curve can be represented in a binary format (0 when
off and C when on). Lets consider a time interval in which the electric water
heater is switched on continuously (defined as an on block). From the analysis
of the power consumption time series, some of these blocks are associated with
water utilization and other blocks correspond to thermal recoveries to maintain
the target temperature of the water.

The proposed forecasting model is based on identifying the on blocks asso-
ciated with water utilization and discarding those corresponding to thermal re-
coveries. In this regard, a threshold duration is defined, and any on block shorter
than the threshold duration is considered to be a thermal recovery block and
discarded. This is a robust approach, since discarding short blocks is not relevant
for the main goal of identifying long-term utilization blocks, which are generally
associated with showers. The analysis considers as a baseline an electric water
heater with a capacity of 601 and an average water outlet flow rate, for which
the duration of the on block is approximately eight times the duration of the
utilization period. Applying this approximation, the information about on blocks
can be converted into water utilization. Fig. 4 presents an example of on blocks
and water utilization obtained with the aforementioned procedure.

[0 ON [ ON with utilization

Recoveries One utilization, one turn on Many utilizations, one turn on

e o e
r R g 0 (

Fig. 4: Example of on blocks and water utilization patterns observed in the elec-
tric water heater consumption.

Features considered for training. An ExtraTrees Regressor model [20] was ap-
plied to train the forecasting model, considering the following input features:

— Use (120 Boolean values), indicating whether a water utilization occurs in
the past 120 minutes.

Month (integer), indicating the month of the horizon to forecast.

Day (integer), indicating the day of the horizon to forecast.

Hour (integer), indicating the hour of the horizon to forecast.

Dayofweek (integer), indicating the day of the horizon to forecast.
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— Workingday (boolean), indicating whether the horizon to forecast is a work-
ing day or not.

The output of the model is a vector of 120 Boolean values, indicating the
forecast of water utilization for the next two hours.

Evaluation. The standard mean absolute percentage error (MAPE) metric is
applied for evaluating the proposed model. MAPE is defined in Eq. 1, where
actual; represents the measured value for ¢ = ¢, pred; represents the predicted
value, and n is the predicted horizon length.

1 =~ | actual; — pred,
MAPE =100 x — _t 1
Ay 0

i=1

actual;

3.3 Water temperature model

The equations for water heating and cooling in a water tank have exponential
components and depend on several variables, including the insulation factor,
the ambient temperature, the flow of water used, the time of use, the tank
volume, among other factors [10]. However, the proposed model applying the on
blocks and the estimation of water utilization makes it possible to define a linear
temperature model, which provides a good approximation in order to estimate
the TDI.

Five parameters are defined to build the temperature model from the data
of on blocks and water utilization:

1. Tyin: temperature at which the electric water heater is turned on by the
action of the thermostat when the water is cooling.

2. Thaz : temperature at which the electric water heater is turned off by the

action of the thermostat when the water is heating.

. Cheat: Slope of the line when the electric water heater is turned on.

4. cepor: slope of the line when the electric water heater is turned off and no
water is being used.

5. cyse: slope of the line when using water, whether or not water is being used.

w

The considered parameters depend on several factors. This article proposes
a specific approach to approximate their values, to assure that if a temperature
approximation error occurs, it is always underestimated. This way, the proposed
model is conservative about comfort estimation. It is assumed that the user sets
the thermostat at a temperature value of 60°, with T}, = 55° and T),q: = 65°.
The approximation model can be improved by considering more accurate values
for Tyuin and Th,qz, which could be requested to the users, e.g., via a survey
or web/mobile application. Fig. 5 presents a schema of the proposed model
definition from on blocks and water utilization. Grey on blocks represents thermal
recoveries, and on blocks caused by water utilization are marked in red.
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] ON
[ ON with utilization

Fig.5: Linear temperature model

The analysis of the temperature curve in Fig. 5 indicates that the water cools
with a slope .00 until it reaches T),;,, and at that moment the electric water
heater turns on. Heating phase starts with a slope cpeq¢ until the temperature
reaches T},q4.. Then, another cooling phase occurs until a water utilization causes
a much faster cooling with a slope c¢yse. During the water utilization, the electric
water heater turns on almost immediately after opening the water stream. After
the utilization ends, the electric water heater remains on because the water
temperature is below T;,;., so it heats the water with a slope cpeq: until T}, 00
temperature is reached, where the gray on block ends. Assuming the described
behaviour, the three slopes can be computed applying simple algebra.

The described procedure allows computing an approximation of the water
temperature in a given interval from a set of on blocks and water utilization
data in that interval. Therefore, a temperature forecast can be obtained from a
set of on blocks predicted for a future time interval.

3.4 Defining the T DI

The proposed TDI aims at capturing the thermal impact that a user suffers
due to an intervention by the electrical utility in the electric water heater, using
the defined water utilization forecasting and the temperature model. Since every
forecast has uncertainty, T'DI is defined in terms of the expected value of the
difference of the aforementioned temperatures, as expressed by Eqs. 2 and 3.

TDI(I) = E, Z TDI(I,u,w) (2)
ueU (w)
tend ()
TDI(I, u, w)= / (Tt w) — Toma (, w))dt + p / (Tooms — Tont (b, w))dt (3)
tini (1) ter
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In Eq. 2, I refers to the interruption of the electric water heater by the
electric company, F,, represents the expected value of the indicator, considering
all the forecasting realizations. U(w) is the set of water utilization intervals in
the analyzed time horizon (several of them can occur in the studied period).

In Eq. 3, TDI(I,u,w) represents the discomfort index of an interruption, a
water utilization, and a realization w that defines a single scenario of temperature
evolution. t;,;(u) and tenq(u) are the starting and finishing time of utilization
u. For realization w, T,,(t,w) is the temperature curve without interruption and
Tint(t, w) is the temperature curve with interruption. Finally, Tcony is the water
temperature below which the user feels discomfort, and 7 represents the time
interval in which T, (t, w) < Teomg. The value p is a penalty attributed to the
area below the comfort temperature.

Fig. 6 presents a visual representation of TDI(I,u,w). The green area be-
tween the curve of temperature without interruption and the curve of tempera-

ture with interruption (defined by points PQRTU) is obtained from the integral
tena(u)

‘[tmz(u}

tion. Additionally, the area below the comfort temperature (defined by points

RST and represented in red) is computed as fteT(Tcomf — Tyt (t,w))dt, and

weighted by the penalty p.

(T, (t, w) — Tyt (t, w))dt, representing the loss of heat due to the interrup-

TI’TPB‘J:

Tan™ |

Teomf

& Shifted load

M Interruption

[ on

[ ON with utilization

Load shifting

Fig. 6: Graphical representation of T'DI

4 Implementation

This section describes the implementation of the proposed approach for defining
TDI.
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4.1 Development and execution platforms

The proposed models were implemented on Python. Several scientific libraries
and packages were used to handle data, train models and visualize results, includ-
ing Pandas, Numpy, and Tensorflow. The experimental analysis was performed
on National Supercomputing Center (Cluster-UY), Uruguay [14].

4.2 Implementation details

Water utilization forecasting model.