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ABOUT THE EVENT 

Smart Cities are the result of the increasingly urgent need to orient our lives towards sustainability. Infrastructure, 
innovation and technology for cities can be developed to minimize the environmental impact but still to foster life 
quality of citizens. 

The Ibero-American Conference on Smart Cities (ICSC-CITIES) is a discussion forum that aims to create synergies 
among different research groups to promote the development of Smart Cities, and contribute to their knowledge 
and integration in different scenarios. The conference is held yearly since 2018 and is sponsored by the Ibero-
American Program of Science and Technology for Development (CYTED). The two previous editions, i.e., 2018 
and 2019, were celebrated in Soria, Spain.  

The Third Ibero-American Conference on Smart Cities (ICSC-CITIES 2020) was hosted by the Costa Rica Institute 
of Technology from November 9th to 11th 2020 on-line. Fifty-nine technical presentations given by researchers 
from 12 different countries were presented during the ICSC-CITIES 2020. The aforementioned presentations were 
divided in four topics, i.e., Governance and Citizenship, Mobility and IoT, Infrastructures, Energy and the 
Environment and Energy Efficiency. Those contributions were selected from a pool of 99 submitted papers, yielding 
an acceptance rate of 60%.  

ICSC-CITIES 2020 program also included the participation of government representatives from several American 
countries. More specifically, two panel discussion sessions were held. The first one was related to the role of 
national governments in the development of smart and sustainable cities. In this panel participated the First Lady 
of Costa Rica, Architect Claudia Dobles, the Minister of Science and Technology of Costa Rica, Dr. Paola Vega 
and the Vice minister of Digital Transformation of Colombia, Engineer German Rueda. A second discussion panel 
was held which was related to the role of local governments in the development of smart and sustainable cities. In 
this panel participated the former major of Quito, Ecuador, Mauricio Rodas, the first alderman of the City of 
Guatemala, Carlos Soberanis and the Director of Corporate Strategy of City of Vancouver, Canada, Bryan Buggley. 

ICSC-CITIES 2020 was organized by the Costa Rica Institute of Technology with the collaboration of the Colegio 
Federado de Ingenieros y Arquitectos, Costa Rica, the University of Valladolid, Spain, Universidad de la 
República, Uruguay and the Polytechnic Institute of Bragança, Portugal. 

COMMITTEE 

The organizing committee of the Third Ibero-American Conference on Smart Cities was comprised by the following 
people: 

• Dr. Luis Hernández-Callejo, Universidad de Valladolid, Spain, general co-chair and publication co-chair.
• Dr. Sergio Nesmachnow, Universidad de la República, Uruguay, general co-chair and publication co-chair.
• Dr. Carlos Meza, Instituto Tecnológico de Costa Rica, Costa Rica, local chair and program chair.
• Dr. Ângela Ferreira, Instituto Politécnico de Bragança, organizing committee
• Dr. Vicente Leite, Instituto Politécnico de Bragança, organizing committee
• Ing. Carlos Mauricio Segura, Instituto Tecnológico de Costa Rica, organizing committee
• Ing. José Alberto Díaz, Instituto Tecnológico de Costa Rica, organizing committee
• Ms. Grettel Moya, Instituto Tecnológico de Costa Rica , organizing committee
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PROGRAM 

ICSC-CITIES 2020 took place simultaneously in more than 12 countries throughout Latin America, Spain and 
Portugal. To facilitate the attendance of students, researchers and professionals from these countries, the event was 
schedule in such a way that it was in a suitable period of the day for everyone. The conference program is shown 
below at the local time of the hosting institution (UTC-6).  

Monday, November 9th 

Hour 
(UTC-6) Activity Speakers 

8:00 a 
8:30 Inauguration 

Carlos Meza Benavides Local Organizer 

Alejandra Morice Sandoval 

President 
Federal Collegue of 
Engineers and Arquitects of 
Costa Rica 

Luis Hernández Callejo Coordinator CITIES Cyted 

Luis Paulino Méndez Badilla President, Costa Rica 
Institute of Technology 

8:30 a 
10:00 

Introductory words from the First Lady of Costa Rica Claudia Dobles Camargo 

Panel discussion: Perspective of national 
governments in the development of smart cities. 

Dra. Paola Vega, Minister of Science and Technology 
Moderator: Dr. Luis 
Hernández Callejo 

Ing. Germán Camilo Rueda Jiménez, Vice minister of 
Digital Transformation, Colombia 

10:00 a 
12:00 

Public transportation and accessibility to education 
centers in Maldonado, Uruguay 

R. Massobrio, S. Nesmachnow, E. Gómez, F. Sosa and 
S.Hipogrosso 

S1. Governance and 
Citizenship 

Moderator: Dr. Carlos Meza 
Benavides 

Reimaging the Book ... Again! A New Framework 
for Smart Books Using Digital Twins Technology 

H. Kolivand, E. C. Prakash, M.C. López Leal, D.
Hernández Cárdenas, A. A. Navarro-Newball

Experimental Algorithmic Citizenship in the Policy 
and Design Sandbox as an Alternative to Ethical 
Frameworks and Governance-by-Design 
Interventions 

D. Reshef Kera

Prototype system for remotely monitoring and 
managing second-hand clothing collection 
containers 

I. Martin Martín, G. López López, S. González Jiménez, B.
Corrieu. 

Smart Fisheries, a key player in ocean 
sustainability and fair fish trade. J. Carvajal, H. Sánchez, J.C. Martí 

Smart city tools to evaluate healthy environments 
for the elderly I. Lebrusán, J. Toutouh 

Crowdsourcing and IoT Towards More Resilient 
Flooding Prone Cities 

J. Ponciano, M. Escamilla-Ambrosio, I. Pulido-Navarro, V.
Hernández-Gutiérrez, A. Rodríguez-Mota,  M.A. Moreno-
Ibarra.

Carbon regulation policies in transport: a review V. de Almeida Guimarães, R. P. Correia Lima, M. de 
Azevedo-Ferreira, P.H. González.



Monday, November 9th 

Time 
(UTC-6) Activity Speakers Session 

12:00 a 
14:00 

A Prototype of Classroom Energetically Efficient D. A. Godoy, S. H. Bareiro, F.E. Favret, J.P. Blariza, 
G. Colotti. 

S2. Energy 
Efficiency and 
Sustainability 

Moderator: Dr. 
Vicente Leite 

Implementation of home energy management criteria for high 
school students in the city of Guayaquil-Ecuador 

E. Delgado-Plaza, J. Peralta-Jaramillo, I. SosaTinoco,
J. Guevara Saenz de Viteri, A.P. Ferreira. 

REMOURBAN: Evaluation results after the implementation of 
actions for improving the energy efficiency in a district in 
Valladolid (Spain) 

C. de Torre, J. Antolín, M.A. García-Fuentes, J
Gómez-Tribiño, J.J Cubillo, M.L. Mirantes, I.- Tomé.

Analysis of residential electricity consumption by areas in 
Uruguay J. Chavat, S. Nesmanchnow 

Low-cost and real-time measurement system for electrical energy 
measuring of a smart microgrid 

O. Izquierdo-Monge, P. Peña Carro, M. Martín
Martínez, L. Hernández Callejo, O. Duque Pérez, A.
Zorita Lamdarid

How the construction parameters influence the thermal loads of a 
building without internal gains 

J.A. Díaz Angulo, S. Soutullo, E. Giancola, J.A. 
Ferrer Tevar. 

A methodology for the conversion of a network section with 
generation sources, storage and loads into an electrical microgrid 
based on Raspberry Pi and Home Assistant 

O. Izquierdo-Monge, L. Hernández Callejo, P. Peña
Carro, O. Duque Pérez, A. Zorita Lamadrid, R.
Villafafila Robles.

A data acquisition pipeline for home energy management systems I. Munné-Collado, A. Bové-Salat, D. Montensinos-
Miracle, R. Villafáfila-Robles

A novel algorithm for high compression rates focalized on 
electrical power quality signals M. Ruiz, M. Jaramillo, S. Simani 

Tuesday, November 10th 

Time 
(UTC-6) Activity Speakers Session 

08:00 a 
10:00 

Demand response control in electric waterheaters: 
evaluation of impact on thermal comfort 

R. Porteriro, J. Chavat, S. Nesmanchnow, L.Hernández
Callejo

S3. Energy 
Efficiency and 
Sustainability 

Moderador: Dra. 
Ângela Ferreira 

Computational intelligence for characterization and 
disaggregation of residential electricity consumption M. Esteban, S. Nesmanchnow, M. Mujica, I. Fiori

Study and improvement of the efficiency of a hydraulic 
pumping system associated with a Pelton hydraulic 
turbine in a smart microgrid 

O. Izquierdo-Monge, P. Peña-Carro, C. Barrera del Almo,
L. Hernández-Callejo, A. Zorita-Lamadrid, O. Duque-Perez

Photovoltaic cell defect classifier: a model comparison 
A. Pérez-Romero, L. Hernández-Callejo, S. Gallardo-
Saavedra, V. Alonso Gpomez, M.C. Alonso García, H.F.
Mateo Romero

08:00 a 
10:00 

I-V tracers for PV panels, topologies and challenges: A 
Review

J. I. Morales-Aragonés, L. Hernández-Callejo, O. Duque-
Pérez, A. Zorita Lamadrid.

S3. Energy 
Efficiency and 
Sustainability 

Moderator:  
Dra. Ângela 

Ferreira 

Embedded System for Hot Spots Characterization of 
Solar Panels 

J. Carvajal-Godinez, J. Fonseca Cruz, D. Picado, F. Soto,
C.E. Soto 

The effect of clearance height, albedo, tilt and azimuth 
angle in bifacial PV energy estimation using different 
algorithms 

H. Sánchez, C. Meza, S. Dittmann 

Experimental comparison of visual inspection and 
infrared thermography for the detection of soling and 
partial shading in photovoltaic arrays 

L. Cardinale-Villalobos, C. Meza, L.D. Murillo 

10:00 a 
12:00 

Panel discussion: Perspective of local governments in the 
development of smart cities 

Carlos Soberanis, first alderman of the City of Guatemala, 
Gutaemala 

Moderator: 
Dr. Ricardo Sancho Mauricio Rodas, Former Major of Quito, Ecuador  

Bryan Buggley, Director of Corporate Strategy, City of 
Vancouver, Canada 



Tuesday, November 10th 

Time 
(UTC-6) Activity Speakers Session 

12:00 a 
14:00 

A Way to a Sustainable Universidad de Concepcion: Smart 
Parking 

C. Ramírez-Rendón, I. Sanchez-Rangel, L. García-
Santander

S4. Mobility 
and IoT 

Benefits of the integration of photovoltaic solar energy and 
electric mobility 

M. Dávila-Sacoto, L. González, J. Espinoza, L.
Hernández-Callejo

The role of the electrical vehicle in sustainable supply chains: a 
review 

F.H. Amaro Verneque, P.H. González, M. Alonso 
Martinez, V. Almeida Guimaraes. 

A comparative and exploratory case study of the con-cept of 
SDI applied to sustainable mobility. Exploring trends and 
divergences of SDIs in Ibero-American cities 

C. Grande, T. Batista, C. Vázquez, L. Suarez, L. Navas,
R. Ramírez-Pisco, R. Pérez

Computational intelligence for analysis of traffic data H. Winter, J. Serra, S. Nesmachnow, A. Tchernykh, V.
Shepelev

Exact and metaheuristic approach for bus timetable 
synchronization to maximize transfers S. Nesmanchnow, J. Muraña, C. Risso.

Plataforma de Movilidad Compartida Metropolitana (PMCM). 
Sistema tipo MaaS. Córdoba, Argentina. Ciencia y tecnología al 
servicio de los vecinos. 

L. A. Giménez, C. J. Paz 

Development of IoT Services Applied to a Photovoltaic 
Generation System Integrated with Vegetation M. Camargo-Vila, G. Osma-Pinto, H. Ortega-Boada 

Mapping the environmental criteria for facility location 
problems 

V. de Almeida Guimarães, P.H. González, L. Hernández-
Callejo, G. Mattos Ribeiro

Wednesday, November 11th 

Time 
(UTC-6) Activity Speaker Session 

08:00 a 
10:00 

Human-Computer Interfaces for Smart Bus Stops as 
Interconnected Public Spaces (IP-Spaces) elements in Smart 
Cities 

D. Gachet, V. M. Padrón Nápoles, J. L. E. Penelas, F.
Martín de Pablos, O. García Pérez, R. Muñoz Gil, J. García 
González, S. Escorial Santa Marina.

S5. Mobility 
and IoT 

Analysis of alternatives for the acceleration of a Hyperloop 
system 

M. Lafoz, L. García-Tabarés, J. Torres, D. Orient, D. Fons
and G. Navarro.

Smart Mobility in Cities: GIS analysis of solar PV potential 
for lighting in bus shelters in the city of Ávila 

M. Sánchez-Aparicio, S. Lagüela, J.A. Martín-Jimenez, S.
del Pozo, E. González-González and P. de Andrés Anaya.

Impact of the covid-19 pandemic on traffic congestion in 
Latin American cities: An updated five-month study 

J. Ortego Osa, R. Andara, L.M. Navas, C.L. Vasquez and R. 
Ramirez.

Conditional Generative Adversarial Networks to Model 
Urban Outdoor Air Pollution J. Toutouh 

Towards a sustainable mobility plan for Engineering Faculty, 
Universidad de la República, Uruguay S. Hipogrosso, S. Nesmachnow.

Performance assessment of the transport sustainability in the 
European Union S. B. Gruetzmacher, C. B. Vaz, A. P. Ferreira. 

Designing IoT services in smart cities through game-based 
knowledge acquisition I. García-Magariño, J. J. Gómez-Sanz.



Wednesday, November 11th 

Time 
(UTC-6) Activity Speaker Session 

10:00 a 
12:00 

Integration of small wind turbines in a smart microgrid in a 
peri-urban environment 

O. Izquierdo-Monge, L. Hernández-Callejo, P. Peña-Carro,
C. Barrera del Amo, S. Soria Franco, G. Martín Jiménez.

S6. 
Infrastructure, 
environment 
and energy 

Moderator: Dr. 
Sergio 

Nesmanchnow 

Modeling of a Controlled Rectifier with Adaptive Control 
System for Vertical Axis Micro Wind Turbines 

M. Aybar, M. Baldera Arvelo, L. León Viltre, D. Mariano 
Hernandez, M. Baldera Echavarria.

Detection of Wind System Faults using Analyze Current 
Rotor of Aerogenerator B. Abdelkarim, L. Hernández-Callejo, B. Silmane 

Study of a photovoltaic plant for the reduction of diesel 
consumption: case of Dominican Republic 

M. E. Aybar Mejía, D. Mariano-Hernández, E. A. Jiménez 
Matos, A. I. Roa Arias, E. A. Geara Jimenez, G. Frias
Lovera, E. Bido Cuello

Innovative Smart Microgrid Integrating Pico-hydro Systems: 
The Silk House Museum V. Leite 

Economic optimization of photovoltaic generation system 
with hydrogen storage 

E. Alcover, R. Pujol-Nadal, V. Martínez-Moll, J. L. Rosselló 
and V. Canals.

INBAL Solar Photovoltaic Electricity Generation and 
Consumption Reduction Programme 

J Escamilla-Ambrosio, M. Morales-Olea, O. Espinosa-Sosa, 
M. A. Ramírez-Salinas, A. Rodríguez-Mota, L. Hernández-
Callejo

Optimization of the capacity of photovoltaic arrays and 
modification of the geometry of a turbine-generator system to 
minimize dependence on the electricity grid 

R. López Meraz, L. Hernández Callejo, L.O. Jamed-Boza,
J.A. Del Ángel-Ramos, J.J. Marín-Hernández, V. Alonso 
Gómez

12:00 a 
14:00 

Preliminary evaluation of different underground hydrogen 
storage systems in Spain 

C. Sáez Blázquez, I. Martín Nieto, M. Ángel Maté-
González, A. Farfán Martín, D. González-Aguilera.

S7. 
Infrastructure, 
environment 
and energy 

Moderator: Dr. 
Carlos Meza 

Errors in the design and execution of the well field of low 
enthalpy geothermal systems. 

C. Sáez Blázquez, I. Martín Nieto, M. Ángel Maté-
González, A. Farfán Martín, D. González-Aguilera.

The Profile of Studies on Renewable Energy in Sustainable 
Supply Chain 

E. Marques, M. de Azevedo-Ferreira, L. Hernández-Callejo,
R. Boloy, V. de Almeida Guimarães. 

Technological architecture for synchrophasor measurement in 
power systems: an application for Colombia 

J. Molina-Castro, M. Alvarez-Alvarez, L. Buitrago-
Arroyave, J. Zapata-Uribe.

New opportunities of Broadband Power Line 
Communications for the improvement of the Smart Grids 

N. Uribe-Perez, I. Fernandez, D. De La Vega, A. Llano, I.
Arechalde, A. Galarreta.

Solid Oxide Fuel Cell Electric Vehicle: Cost Reduction Based 
on Savings in Fixed Carbon by Sugarcane 

D. Rodrigues de Moraes, V. de Almeida Guimarães, L.
Hernández-Callejo, B. de Noronha Gonçalves, R. Arismel 
Mancebo Boloy.

Battery Energy Storage System Dimensioning for Reducing 
the Fixed Term of the Electricity Access Rate in Industrial 
Consumptions 

J. Nájera, M. Blanco, G. Navarro, M. Santos. 

Sizing of Autonomous Microgrid Considering Life Cycle 
Emissions I. Jiménez Vargas, G. Osma Pinto and Juan M. Rey.

Methane emissions and energy density of reservoirs of 
hydroelectric plants in Venezuela 

R. Pérez, C. Vásquez, L. Suárez, R. Vásquez, William Osal,
R. Ramírez
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Public transportation and accessibility to
education centers in Maldonado, Uruguay

Renzo Massobrio, Sergio Nesmachnow, Emiliano Gómez,
Facundo Sosa, and Silvina Hipogrosso

Universidad de la República, Uruguay

Abstract. This article presents a study of public transportation and
accessibility to public services in Maldonado, Uruguay. Accessibility is a
crucial concept in nowadays smart cities, to guarantee a proper mobility,
citizen participation in social, economic, and cultural activities, and an
overall good quality of life. Several data sources are studied and processed
to characterize the accessibility provided by the public transportation
system of Maldonado to public services, specifically to education centers.
A matrix of travel times by public transportation is computed and used
to define a flexible accessibility indicator to reach destinations of inter-
est. Finally, an interactive visualization tool is developed to graphically
display the computed information. The accessibility indicator constitutes
an input for the decision-making of the transportation authorities of the
studied area, as well as it allows identifying potential inequity situations.

Keywords: smart cities, mobility, public transportation, accessibility,
public services

1 Introduction

The characterization of urban accessibility is an important tool to determine the
quality of transportation systems and their impact on the daily activities of cit-
izens [5]. Several recent researches have studied different aspects of accessibility,
e.g., regarding urban public facility spaces [13], urban planning [3], neighborhood
retail [15], and other relevant issues.

Evaluating accessibility is a challenging task, even considering a simple defi-
nition of accessibility, related to the capability of reaching certain relevant des-
tinations in the city. The challenges are consequence of the plethora of theo-
retical concepts to be considered (including land utilization, universal access,
transportation modes, etc.), and also the lack of sound methodologies for em-
pirical evaluation. Thus, accessibility is often considered as a poorly understood
concept, which is not correctly evaluated, and rarely taken into account for
elaborating polices for urban development, transportation design and operation,
infrastructure investments, and other relevant actions for improving quality of
life. Overall, knowledge about accessibility is very useful for assisting policy-
makers and planners to evaluate different approaches to develop transportation
with a special focus on inequities and phenomena with high social impact.
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This article presents a characterization of public transportation and accessi-
bility to education centers in the metropolitan area of Maldonado, Uruguay. The
case study is an important urban conglomeration in the Southeast of Uruguay,
with more than 135.000 inhabitants. The proposed research focuses on public
transportation, as it is understood to be the most efficient, sustainable, and so-
cially fair transportation mode [4]. The distances and total travel times between
different zones by using public transportation are studied via a data analysis ap-
proach [17] to identify areas with poor mobility provision that imply high travel
times, and therefore impose restrictions on territorial accessibility.

In order to quantify the provision of the transportation system in the Mal-
donado metropolitan area, a matrix of travel times between different areas of
the city is computed. Trips in different modes (walking, with a direct bus line,
and trips involving transfers) are considered. Then, geolocated data about public
services is used to compute the accessibility offered by the public transportation
system. As a case study, the accessibility to education centers is computed, as it
is a relevant public service for the Municipality of Maldonado. By incorporating
the scope of different mobility options, the proposed methodology advances on a
factor for the definition of indicators of inequity in intra-urban accessibility and
their subsequent use for support and decision-making on urban planning.

The main contributions of the reported research include: i) a matrix of travel
times on public transportation in the Maldonado metropolitan area, at the cen-
sus segment level; ii) an accessibility indicator by public transportation to ed-
ucation centers located in the studied area; and iii) a web visualization tool
that allows graphically displaying the accessibility indicator. The reported re-
sults are useful for transit and transportation authorities of the Municipality
of Maldonado, since they constitute an important input when defining public
policies, designing new transportation lines, or redesigning current ones in order
to serve identified areas as of poor accessibility.

The article is organized as follows. Section 2 reviews relevant concepts and
related works about accessibility and related initiatives in Uruguay. The pro-
posed data analysis approach and the case study are described in Section 3. The
implementation details are presented in Section 4, including the calculation of
the matrix of travel times for public transportation and the accessibility indi-
cator to education centers. The results of the analysis are shown and discussed
in Section 5 along with a brief description of the web visualization tool. Finally,
Section 6 presents the main conclusions and lines for future work.

2 Accessibility and related works

Citizen participation in social, economic, and cultural activities requires people
to travel, sometimes long distances and involving long periods of time [8]. The
ability of individuals to overcome limitations imposed by distances and other
mobility-related difficulties is critical when actively participating in city life [2].
This measure of the ability of transportation systems to allow individuals to
overcome distances is known under the concept of accessibility.
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The term accessibility has been extensively studied in the literature, with
the first definitions emerging from the area of geographical studies more than
60 years ago [6]. Although the term is widely disseminated, there are multiple
(and complementary) definitions, which vary according to the area of study and
the point of view from which its quantification is proposed. Generally speaking,
accessibility can be defined as a measure of the effort (or ease) of overcoming
spatial separation. Specifically, accessibility seeks to measure the spatial distri-
bution of opportunities (e.g., jobs, study sites, hospitals) adjusted for people’s
ability or desire to overcome separation (e.g., distance, time, cost) to such oppor-
tunities. Within the classification established by Ingram [14], this project focuses
on comprehensive accessibility, which contemplates the degree of interconnection
of a point or area with all the others on the same surface.

Several indicators have been proposed to measure the separation between
points/areas when evaluating accessibility, among them, travel time is one of
the most intuitive, as it is strongly related to the perception of users of a trans-
portation system. Lei and Church [16] presented a review on the use of travel time
when quantifying the accessibility offered by public transportation systems. The
authors show that various works in the literature focus on the physical charac-
teristics offered by transportation systems (e.g., distance to the bus stop) rather
than focusing on travel time. Furthermore, within the works that do focus on
travel time, there are a number of assumptions that significantly affect the final
measure, including considering fixed waiting and transfer times or a constant
speed for vehicles. Salonen and Toivone [19] presented a comparison of different
techniques for estimating travel times, both for private and public transport.
The authors evaluated different travel time estimation models on a case study
in the capital region of Finland. The results achieved show that those models
that incorporate a greater amount of information regarding the transportation
system are able to estimate travel times with greater precision, although the
differences between models were less in the downtown areas.

In Uruguay, some studies have addressed the issue of accessibility, particu-
larly using public transportation. Hansz [7] studied the disparity between public
transportation supply and transportation needs in Montevideo. The author de-
fined a public transportation provision index that combines the frequency of
buses and the number of stops in a given area. The provision offered by the
Montevideo public transportation system, measured according to this index, is
strongly biased towards the city center. Hernández [9] studied inequities in access
to employment and educational opportunities between different social classes as
a consequence of the offer of public transport. This work used the travel time to
compute accessibility, which was obtained through How to Go, a web applica-
tion offered by the Municipality of Montevideo to estimate travel times by public
transport. The study showed that there is an unequal distribution of mobility
opportunities, particularly for access to job opportunities and access to higher
level education. Later, Hernández et al. [10] built a matrix of travel times us-
ing theoretical timetables of buses in Montevideo, which was used as input to
generate an index of accessibility to job opportunities in the city.
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Other research efforts developed within our research group include the socio-
economic analysis of the transportation system in Montevideo using big data
and distributed computing [18], the analysis of sustainable transportation ini-
tiatives in Montevideo [12] evaluating the accessibility index proposed by the
World Business Council for Sustainable Development [20], and the empirical
study performed in Parque Rodó neighborhood using face-to-face surveys [11].

3 Case study and data analysis approach

This section describes the studied area and the methodology applied for data
analysis to characterize accessibility.

3.1 Maldonado metropolitan area

The metropolitan area of Maldonado includes the conurbation of the cities of
Maldonado and Punta del Este, which progressively joined, including trans-
portation routes. Maldonado is the administrative capital of the department
and Punta del Este is considered the tourist capital at national level. The city
of San Carlos is considered as part of this conurbation, although Maldonado
and San Carlos are separated by a suburban space. These three cities are the
arteries of an urban network that extends even west to Portezuelo and east to
José Ignacio. The suburban area has specific mobility needs and the demand for
public transportation, and currently has problems with traffic congestion and
accessibility to important points. In addition, the cities of Piriápolis and Pan de
Azúcar are less than 30 km from Maldonado and public transportation lines con-
nect them frequently. More than 150.000 people live in the studied area, while
about 20.000 live in Piriápolis and Pan de Azúcar.

Fig. 1: Metropolitan area of Maldonado
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3.2 Data analysis approach

The Municipality of Maldonado granted access to a set of public transportation
data, including lines, stops, and timetables of the different routes. Each dataset
has specific features, which are described in the following paragraphs.

Bus lines and stops. This dataset includes the layout of routes lines and the lo-
cation of the bus stops of the public transportation system. From a geographical
point of view, the main difficulty with these data lies in the fact that the dataset
of lines and stops are independent. Fig. 2 shows the set of stops and lines of the
public transportation system, according to the provided data.

Fig. 2: Bus lines and stops of the public transportation system in Maldonado

Certain problems and particularities of the studied datasets pose challenges
for building a matrix of travel times for public transportation to compute the
accessibility indicator. Three main problems were identified: stops located in
places without defined bus lines; stops located very close to each other (which
clearly correspond to the same physical stop); and stops that do not coincide with
the layout of the bus lines. This last point is the most challenging, since there is
no direct association that indicates to which line(s) a certain stop corresponds.

An automated process was implemented to solve the aforementioned prob-
lems applying geospatial operations to associate lines and stops. The algorithm
works as follows: i) for each bus line a buffer operation is performed to convert
the line to a 10m wide polygon; ii) the polygon is intersected with the stop layer
to obtain stops that are less than 10 m from the line; and iii) the set of stops is
traversed according to the direction of the line and consecutive stops that are
less than 50 m from each other are eliminated, on the understanding that it is
the same physical stop. Fig. 3 shows the implemented correction process (stops
in the original set are marked in red and the stops after applying the correction
procedure are marked in green).
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Fig. 3: Bus stop correction (red–original bus stops; green–corrected bus stops)

Timetables and trip times. The other provided dataset corresponds to the timeta-
bles of the different lines of the public transportation system. The data are sep-
arated according to the transportation company that operates the service. The
provided dataset consist of Excel files that do not follow a standardized format,
which makes its automated processing extremely difficult. Since it does not ac-
count for a large volume of data, the processing was carried out manually. For
each line, departure times and passing times for some notable points along the
route are reported. These notable points are identified by a name that does not
necessarily match the name defined in the transportation system. Therefore, the
procedure involved associating these points with their corresponding stops and
associating the average travel time from the start of the route to that stop, based
on the published timetables. Finally, for the rest of the stops on the line, travel
times are interpolated from the known travel times.

Since the information of lines and stops is separated from the data of the
timetables, there are differences between both datasets. In particular, timetable
information is not available for a few lines (line 32 from Pan de Azúcar to Nueva
Carrara, line 62 from/to Punta del Este, line 25 from San Carlos to José Ignacio,
line 26 from Garzón to San Carlos, line 27 of Guscapar company, and direct line
Punta del Este–San Carlos). In these cases, it is not possible to know the travel
times between the stops on the route and, therefore, they were not considered
within the model. Other lines were partially included in the model, according to
the available data: e.g., line 34 from Las Flores (and not from Pan de Azúcar) to
Piriápolis, line 55 from Manatiales (and not Buenos Aires) to Maldonado, and
line 62 between Maldonado and La Capuera (and not from/to Punta del Este).

Overall, a total number of 66 lines/variants operated by six companies were
included in the developed model.
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4 Accessibility to education centers

This section describes the methodology for computing the proposed accessibility
indicator to education centers, describing the studied area and the two needed
inputs: the matrix of travel times and the location of education centers.

4.1 Definition of the studied area

The basic unit of the analysis is the census segment, defined by the National
Institute of Statistics (INE). The file published by INE was corrected, since it
had some invalid geometries that prevented the correct data processing.

The process used to define the studied area is graphically described in Fig. 4
and commented next. Initially, all census segments that have at least one stop of
the transportation system within the polygon that defines them are considered
(Figures 4a–4b). Then, neighboring towns that do not have stops are considered
to avoid gaps in the studied area, computing the convex hull of the set of census
segments (Fig. 4c) and intersecting with the total of census segments (Fig. 4d)
to obtain all census segments to consider. The centroid of each census segment in
the resulting set is computed, assuming that all trips from/to a certain segment
begin (or end) at the centroid of that segment (Fig. 4e).

4.2 Matrix of travel times

The matrix of travel times for public transportation was built considering trips
with up two legs (one transfer). Travel times include: i) the walking time from the
centroid of the origin segment to the first bus stop; ii) the walking time from the
descent stop of the last bus of the trip to the centroid of the destination segment;
iii) the walking time between stops on those trips that involve transfers; and iv)
the time traveling on each bus involved in the trip. Also, direct walks (up to 30
minutes) are considered between nearby centroids, since walking can be a more
attractive option than public transportation. Walks from the origin centroids to
the first bus stop and from the last bus stop to the destination centroids are
limited to 30 minutes. Walks between transfer stops are limited to 20 minutes.
The fastest travel connecting a pair of centroids is considered, assuming that
people make optimal decisions to move within the city, within the rules imposed
in the model regarding maximum walks and number of transfers allowed.

A directed and weighted multigraph is constructed to build the matrix. Nodes
of the graph represent the centroids of census segments and the bus stops. Nodes
can be connected by more than one edge. The weight of each edge represents
the travel time between nodes (walking or by bus). A shorter path algorithm is
applied to compute the fastest travel time between each pair of centroids.

Walking times between centroids, between centroids and stops, and between
stops, are computed on the road network of the city. Each centroid/stop is moved
to the nearest road and times are computed using Open Source Routing Machine,
an engine implemented in C++ that combines routing algorithms with Open-
StreetMap road network data to efficiently compute shorter paths. The table
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(a) Census segments and stops (b) Census segments with at least one stop

(c) Convex hull of the set (d) Intersection with census segments

(e) Final set: census segments and their centroids

Fig. 4: Process for defining the studied area
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method was used to compute the travel times between pairs in a list of geo-
graphic coordinates, using the average speed for each type of road and traffic
rules imposes in the foot.lua profile. Routes for a small subset of 41 nodes can-
not be computed using this approach, as they were located in areas far from
the road network. The travel times to/from these nodes was computed using the
geographical distance and a walking speed of 5 km/h.

Bus travel edges are weighted according to the average travel time between
the nodes they connect. To ensure that the shortest path does not have more
than one transfer, two different nodes are used to represent each centroid (one
when the centroid acts as the origin and the other when it acts as the destination)
and four to represent each physical stop (which represent the stop when it is the
origin or destination of the first or second trip within the total route). Origin
centroids have only outgoing edges, while destination centroids have only inward
edges. This allows routes to be modeled with a direct trip and even with a
transfer, considering the walk between stops in the eventual transfer. A penalty
of 15 minutes (added to the weight of the walking edges that connect stops) is
considered on those roads that involve a transfer.

The NetworkX library of Python was used to represent the graph and com-
pute the shortest paths. The generated graph includes a total number of 6382
nodes (253×2 centroids + 1469×4 stops) and 642 775 edges.

4.3 Location of education centers

The geographical location of education centers (initial, primary, secondary, and
technical-professional education) are obtained from the Open Data Catalog [1].
Fig. 5 shows the location of these centers in the studied area.

Fig. 5: Education centers in the metropolitan area of Maldonado
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4.4 Accessibility indicator

The matrix of travel times and the location of the education centers are used
as input to compute the accessibility indicator to education centers by public
transportation, using census segments as unit. The proposed indicator is based
on the notion of accumulated opportunities, originally proposed by Hansen [6].
The method consists of characterizing the accessibility of every census segment
by adding all education centers that are reachable from it, traveling for up to m
minutes by public transportation. The threshold m is parameterizable, allowing
to perform the accessibility study under different conditions. The proposed indi-
cator is flexible, since it allows varying the travel time threshold, and can even
be used to evaluate accessibility to other opportunities, provided that geolocated
information of their location is available. An improved version of the proposed
indicator could consider the opening hours of each education center computing
the value for each hour of the day. However, opening hours is not included in
the open dataset used in this study. The proposed indicator can be extended to
contemplate the time dimension, if this information is published in the future.

5 Results and discussion

This section reports the main results achieved and presents the web tool devel-
oped to display the accessibility indicator.

5.1 Travel time matrix

The computed matrix of travel times for Maldonado metropolitan area is is
publicly available in CSV format at www.fing.edu.uy/∼renzom/TTM.csv, The cor-
responding entry for or each pair of census segments reports the travel time using
public transportation, in minutes. The matrix is a relevant result in itself, since
it is an important input to address various types of design and optimization
problems related to public transportation in the studied area.

The matrix has dimension 253×253. According to the implemented model,
the travel time reflected in the matrix is the fastest option that connects each pair
of census segments, considering direct walks, direct bus trips or even a transfer.
Transfer trips add 15 minutes to walk between stops, transfer walks are limited
to 20 minnutes, and direct walks between centroids and entrance/exit to the
transportation network are limited to 30 minutes. For this reason, some segments
are disconnected, either due to the absence of lines connecting it with up to a
transfer or because the stops are at a distance from the centroid that exceeds
the limit allowed for walks. The results show that 13 021 origin-destination pairs
(out of 64 009) are disconnected.

The average travel time between all pairs of connected census segments is
52.5 minutes. Fig. 6 shows a histogram with the frequency of each travel time
value (in minutes), considering the total number of connected census segments.
Regarding travel modes, 58.1% of the trips correspond to direct trips involving
a single bus, 40.5% correspond to trips with a transfer, and 1.4% correspond to
direct walks, without using the public transportation system.
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Fig. 6: Histogram with the frequency of travel times between census segments

5.2 Accessibility indicator

The accessibility indicator combines the matrix of travel times and the location
of education centers. By definition, each census segment accesses all education
centers in it and in census segments that can be accessed by public transportation
on trips of up to m minutes. By varying the parameter m it is possible to study
different situations, based on different assumptions. Using m = 0, each census
segment only accesses the education centers that are located within the polygon
that defines them. In the choropleth map in Fig. 7, the color of each segment
indicates the percentage of education centers it contains, with respect to the
total number of centers available. The figure shows that the rural census segments
(those with the largest area) are mostly covered by at least one education center.

Fig. 7: Percentage of education centers located in each census segment

The accessibility of different scenarios can be studied varying the threshold
m. Fig. 8 shows the accessibility indicator for m = 10 minutes. Results indicate
that a small change in the threshold m implies a significant change on the spatial
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distribution of the accessibility indicator. The census segments located in the
central areas of Maldonado and San Carlos show higher accessibility values than
the large census segments of the rural periphery. This effect occurs because
census segments without an education center can access one in a neighboring
segment through public transportation trips or short walks.

Fig. 8: Percentage of accessible education centers traveling up to 10 minutes

The coastal areas of Punta Ballena, Pinares, and Punta del Este still have low
accessibility with low time thresholds. This phenomenon change when a slightly
higher threshold is set. Fig. 9 shows the accessibility indicator with up to 20
minutes of travel (m = 20). In addition, accessibility continues improving both
from the center of Maldonado and from San Carlos. In turn, it is observed that
the coastal areas to the east (e.g., San Rafael, La Barra) present low accessibility
indices when considering trips of up to 20 minutes.

Finally, Fig. 10 shows the accessibility indicator using a 40-minute threshold.
In this case, good accessibility exists in most urban census segments. However,
there is a clear stagnation in terms of accessibility in most rural segments, which
only access to centers located in them and fail to access to centers in other areas.
Likewise, an inequality phenomenon is observed in the coastal census segments,
where the segments to the west of Punta del Este have better accessibility values
than those located to the east of the peninsula.

5.3 Web visualization tool

A web visualization tool was developed to present the results of the accessibility
indicator in a friendly and interactive way. The tool is publicly available at
www.fing.edu.uy/∼renzom/acc maldonado. The tool shows the studied area on an
interactive map, at the census segment level. The map has tools to zoom, scroll,
and download the current image. A slider bar is provided to allow configuring
the time threshold m considered for computing the accessibility index.
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Fig. 9: Percentage of accessible education centers traveling up to 20 minutes

Fig. 10: Percentage of accessible education centers traveling up to 40 minutes

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 13

ISBN 978-9930-541-79-1



14 R. Massobrio, S. Nesmachnow, E. Gómez, .F Sosa, S. Hipogrosso

Once a threshold is set, the map is updated to report the accessibility indi-
cator to education centers. The result is shown through a choropleth map where
each census segment is assigned a color based on its accessibility indicator value.
Positioning the cursor on a specific census segment displays the code that iden-
tifies the census segment, the name of the city, the number of education centers
reached, and the percentage of the total that they represent.

6 Conclusions and future work

This article presented a study of the accessibility to public services in Maldon-
ado, Uruguay, when using the public transportation system. In order to compute
an accessibility index a travel time matrix for the public transportation was built
using open datasets and data provided by the local authorities, including bus
lines, bus stops, and timetable information. With these data the public trans-
portation was modeled as a graph, accounting for every alternative to connect
origin and destination pairs in the studied scenario. A shortest-path algorithm
was executed over this graph to compute the fastest travel time between each
origin and destination. Computed travel times include walking times to/from the
bus stop and in-vehicle time of both direct trips and multi-leg trips involving up
to one bus transfer. The computed travel time matrix is publicly available and
is a highly useful resource for authorities and researchers alike.

Then, the accessibility to education was studied combining the computed
travel time matrix with the location of education centers in the studied area.
Following the usual methodology in the field, accessibility was measured ac-
cumulating the opportunities (i.e., centers) that can be reached from a given
origin when traveling up to a certain threshold of time via public transporta-
tion. An interactive web application was developed that outlines the accessibility
measures of the studied zone when varying the travel time threshold. The ap-
plication shows a map of the area and colors different zones according to their
accessibility to education centers.

According to our review of the related works, this research is one of the first
steps of studying the public transportation system of Maldonado, Uruguay. The
results of this research (i.e., the travel time matrix, accessibility indicator, and
web application) are valuable to transport and urban planning authorities and
research interested in improving the public transport accessibility in the area.

The main lines of future work involve feeding the model with richer informa-
tion including: up-to-date GPS bus location data, ticket-sale data from on-board
smartcard readers present in the buses of the system, as well as historic passenger
information to improve the travel time estimations and make recommendations
to improve the quality of service of neglected areas with significant inequalities.
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y metodológicos. In: Aportes conceptuales y emṕıricos de la vulnerabilidad global,
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Abstract. Technology enabled learning and communication are at the
crossroads, which need flexible solutions. Flexible learning enables a
learner to move seamlessly between the real and virtual world. We pro-
pose a novel flexible communication tool, “the smart book” to address
these challenges. First, we review the role of the traditional book, its
role in society today and the recent advances in augmented reality books.
Next, we present a novel approach that integrates digital twins and mixed
realities that is useful in communication, learning and for making deci-
sions. We propose an initial vision of the architecture. Finally, we follow
the Spiral of Creative Thought to create a first prototype with promis-
ing results. Our plan to further develop the architecture is to integrate
this spiral with other software development methods. We need further
iterations within the spiral to include final users and diverse applications.

Keywords: book, mixed reality, digital twin, augmented reality, virtual
reality

1 Introduction

Humanity and books have a long relationship. Smart societies living in smart
cities within a smart world demand innovative ways of communication and un-
derstanding of both traditional and new communication channels. Crisis such
as the Covid-19 have evidenced the need and surge of novel interaction and
collaboration mechanisms. This is evident from the authors own experience lec-
turing and researching during the crisis. This is only one of multiple examples
that could come out. As we will discuss, the book in its multiple formats is still
a current and versatile communication medium. Our goal is to create a smart
book, an important communication tool in smart cities within a smart world to
make reading, learning and teaching amusing and more efficient. We visualise
the smart book as a tool that would be able to enhance the current state of the

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 16

ISBN 978-9930-541-79-1



2 Kolivand et al.

book, respecting its multiple formats and allowing different usages. Even though
our examples and experience are mainly related to education; while we continue
in the search for a smart education, we believe the book plays an important
role in different sectors currently experiencing difficulties (for example, tourism,
commerce, health care, maintenance, etc.).

1.1 About the Book and its Evolution

Maŕıa Angélica Thumala Olave starts her paper questioning “why do people in
the UK read and collect books when there are so many other sources of informa-
tion and forms of story-telling available?” [1](p.1). In her qualitative analysis, she
[1] highlights the powerful appeal of books due to the fusion of the act of reading,
books iconic value as cultural goods and their surface material properties. In an-
other study, James M. Donovan [2](p.1) “provide a reasonable basis to support
an expectation that readers perform better on reading comprehension tasks per-
formed in book-rich environments,” while challenging projects that remove print
collections to provide space to other amenities and evidencing physical collec-
tions have a role in today’s digital society. Indeed, books also play and important
role in education and are subject of diverse studies [3]. Evans et al. [3] present a
study comparing pre-schoolers behaviour interacting with alphabet books in pa-
per format and interactive alphabet books in an eBook. They [3] conclude that
children spend less time on letter-related behaviour (e.g. saying object names)
and more time oriented to the book. Potnis et al. [4] evidence difficulties in the
adoption of e-books by millennials but highlights the potential benefit of avail-
able resources and strategies for their adoption. Learning books are diverse, for
example, Reynolds [5] studies the role, limitations ad possibilities of comic books
in higher education. In another example, Gaylor et al. [6] claims the potential
input for mathematics learning in children using counting books and study the
impact of using tactile and narrative content within these books. Whatever the
case, books seem to be important. Indeed, Beimorghi, Hariri, Babalhavaeji [7]
suggest that books play an important role in transforming knowledge to wisdom.
Finally, a study from Bavishi, Slade and Levy [8] suggest that those who read
books may acquire better survival skills. Of course, there is still a lot to study
about books, however, the continuous interest in books is a strong evidence of
their importance in humankind.

From the previous paragraph, it is evident that books have had an evolution
too. The paragraph refers to paper books, eBooks, tactile books, and comic
books, among others. Wikipedia [9], the modern version of the collection of books
known as encyclopaedia, offers an effective summary of book evolution that goes
from tablets and codex to eBooks and presents the type of content they can
provide and multiple uses they can have. Following the evolution of the book, the
pioneering work by Billinghurst, et al. [10], the Magic Book, constituted the first
book to include Augmented Reality (AR) and Virtual Reality (VR). The Magic
Book project [10], presented in 2001 explored the concept of “how interfaces
can be developed that allow for seamless transition between Physical Reality,
Augmented Reality (AR), and immersive Virtual Reality (VR) in a collaborative
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setting,” [10](p.25). As such, the Magic Book [10] was a book that could be read
as a traditional book, without any technology; but the book could be read using
a handheld device capable of displaying 3D virtual content. The reader could
view AR scenes with 3D content overlaid on the pages from any perspective or
they could fly into immersive VR scenes. A communication between the readers
in AR and VR world could also be stablished [10].

1.2 Previous Work

According to Do and Lee [11] as cited by Navarro-Newball et al. [12] (p.3), “AR
books enhance the reading experience, visualise products, tell stories and teach.
They can provide other views of complex situations, increasing understanding
and are an evolution of traditional books, the main medium of teaching and
learning.” Then, in our previous work, Navarro-Newball et al. [12] identified
some limitations in AR books. AR Books so far [12]: (1) did not mean to include
contents using all major data types (e.g. 2D static, 2D dynamic, 3D content and
sound); (2) apart from few cases [11], did not offer a usable authoring interface;
(3) did not offer authoring tools to create pages and to introduce markers with
related display elements such as virtual models, animations, videos, sounds, im-
ages and gestures in order to create any book; (4) limited reader interactions
to flipping pages, and AR cards for additional content; (5) barely used natural
features [13], but relied on abstract fiducial markers; (6) and, content creation
possibilities from readers, although existent [14], were rare.

More recently, the work from Bischof et al. [15] overcome the problems of
fiducial markers using Vuforia SDK, allowing the use of images of the book
as AR markers; however, the kind of content displayed is still limited to video
only and the work is focused on one book only. Leela, Chookeaw and Nilsook
[16] presented a study to describe the effectiveness of mobile learning and AR
books through the microlearning approach and concluded that books supported
by technology increase interest and promote teamwork; however, they do not
give details about the AR books. Kljun et al. [17] (p.103) state that “digital-
augmentation of print-media can provide contextually relevant audio, visual, or
haptic content to supplement the static text and images. The design of such
augmentation - its medium, quantity, frequency, content, and access technique -
can have a significant impact on the reading experience;” and provide evidence of
this fact; however, their sample books only use video as the augmented media and
falls short in testing other interactive possibilities. Yamamoto et al. [18] propose
a method to integrate tactile sensation into an eBook using AR, reinforcing the
importance of texture and physicality in a book. Mokhtar et al. [19] describe a
framework which is reusable and allows the creation of new colouring content;
however, the books display only 3D pop up images synthetized from the coloured
pages, by visualizing them in 3D on a users view of the real world; and, the
3D models are still drawn by a modeller but texturized with the colours used
by the user. Recently [20], researchers have presented the e-mmersive Book,
capable of assist readers relying on a HoloLens device. Moreover, users read in
an inspectional way more than one book to find answers to questions [20].
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Finally, it is important to note that Gazcón and Castro [21] claimed back
in 2015 an interactive and collaborative application for traditional books aug-
mentation which allows the incorporation of AR content to any pre-existent
traditional book and collaboration among readers.

The use of AR markers has evolved to using natural features taken from
book pages thanks to SDKs such as Vuforia, but tools for content creation in
AR books are still scarce. However, following the spirit of Gazcón and Castro
[21], which allows the inclusion of AR content and collaboration; and, aware of
the important role of books, we propose to develop further the book as it will be
explained in the next sections. The book is widely presented in all its formats
and requires a constant evolution so that new ways to convey information to
readers, authors, teachers, students, guides and followers are discovered.

1.3 Problem Statement

There is a positive impact from VR and AR in formal and informal educational
environments [22]; these technologies provide novel ways to learn, communicate
and teach. Indeed, AR/VR may enhance the learning process in all content areas,
are now more affordable and new user-oriented interfaces allow people from all
over the world to connect in unique and exciting educational experiences [23].
One of these experiences is provided by AR books. AR books enhance the reading
experience and can increase understanding by providing other interactive views
of complex situations while visualising products, telling stories and teaching
[12]. The first AR Book, the Magic Book [10], explored transitional interfaces
between physical reality, AR and VR. In The Magic Book, readers could use AR
to display content, but the interaction with the displayed content was limited to
observing mostly.

AR book creation have had difficulties such as requiring complex image pro-
cessing or relying on software configuration or scripting. Creation of multiple
books and upload of diverse content; display of representative multimedia data
such as video, text, image, animation and 3D and; integration of alternative in-
teraction techniques which use game technology have also been limited in the
AR book world. In a previous research described in a chapter by Praksh and
Rao [24] (co-author of this paper) we proposed an AR book and we were able to
overcome some of these problems. Firstly, we offered to include all major data
types such as 2D static; 2D dynamic; 3D content and sound. Secondly, we of-
fered an authoring interface in which the author could create pages and introduce
AR markers with related elements such as virtual models, animations, videos,
sounds, images and gestures in order to create his/her desired book. Thirdly, we
explored a novel way of interaction, integrating body gestural interaction to the
book, besides projecting 3D objects and animations with synchronised rotation
and translation on pages. Figure 1A shows our previous book with a fiducial
marker, video content displayed and, 3D content interaction through zooming.
Our book was novel because:
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– We provided a kind of flexibility to include major media data types (for
example video and audio), while existing books focused on a subset of them.
Focusing on a subset of media types is still common.

– We were able to create any book based on standard fiducial markers provided
by the AR kit we used. In contrast, many existing AR book projects focused
on the development of one single book, which is still a common practice.

– We included “take”, “move” or “zoom” gestures to virtual objects displayed
in every page, while many books used additional AR cards for this. Also,
with gestures we provided integration to basic VR scenarios.

However, our book had limitations:

– We could only create AR versions of books with no more than 48 pages, due
to the limited set of fiducial markers offered by the SDK those days.

– We relied on fiducial markers and did not take advantage of natural features
within the real book content to display AR content.

– We did not include mobile devices capabilities to the book.
– We did not allow the creation and sharing of content by readers.
– We did not take great advantage of gamification technologies to make reading

more engaging.
– We did not implement a way to store book usage statistics; for instance, we

did not know how the book was read and understood.

Therefore, we missed the chance to create more complex books, to utilise
handier interaction strategies and to gather anonymous information about the
reader’s learning, reading, authoring and sharing processes.

In his blog at IEEE’s Future Directions [25], Roberto Saracco answers to
the question “what would education be like in 2050?”, with two words: “Digital
Twins.” Saracco believes that VR Digital Twins are a new tool that will be key
for education by 2050 [25]. We believe that the current Covid-19 crisis could
accelerate their evolution in education. In essence, Saracco [25] explains that
each person has several fragments of his/her own digital twin; these fragments
can be used to represent both our skills and knowledge; and, Digital Twins offer
the possibility to study in the digital representation rather than studying on the
real thing. For instance, we believe we will have the chance to take advantage
from the real world, the virtual world and the mixed world. As Saracco said more
recently [26], Digital Twins bridge the physical space and the cyberspace. Digital
Twins are a trend in the field of Mixed Reality (MR). “Digital Twin models are
computerized clones of physical assets that can be used for in-depth analysis,”
[27]. With current technology we see a chance to take the AR book beyond. That
leads us to propose the research question: how to use Digital Twins to create a
smart book which overcomes limitation from previous books?

To answer this and focusing on the learning applications of books first, we
need to support complex contents in educational scenarios such as museums and
classrooms using tools that favour learning and user’s entertainment. We expect
to enhance flexibility, while staying independent of the technology used and
taking care of not being disruptive with the real book. We believe the concept
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can be extended to any sustainable paper-based communication material such
as brochures. Additionally, the content management model is fundamental to
provide a flexible tool for the creation of content and narrative to entertain and
educate. Finally, the digital twin approach can be useful to find out how the
book is read and understood.

1.4 Objectives

Our main objective is to develop a smart book creation framework using the
Digital Twins technology and taking advantage of MR. In order to achieve that
we need to:

– Investigate how to integrate smart book content and interactions in a digital
twin.

– Develop a digital twin architecture to support a smart books creation frame-
work.

– Validate the resulting framework introducing a smart book.
– Validate the use of the smart book created using the framework

2 Methodology

After a continuous study of learning with children, Professor Mitchel Resnick
[28], dedicated to helping children of all ages play, think and experiment with
design and technology, came up with an approach with which students would
engage in project analysis, implementation, and evaluation. To achieve this,
Resnick gave life to the infinite Spiral of Creative Thought (SCT) specified be-
low (1B). Basically, the projection of the future expressed in the spiral denotes
the ability that everything that is imagined can become reality, through the
repetition of five key steps [28]:

– Imagine: Visualize what you want to create without limit, detaching from
value judgments such as the previous knowledge that binds imaginative ca-
pacity.

– Create: Make the thought or imagined a reality through compositions, draw-
ings, or artifacts.

– Play: Explore, enjoy, listen, touch, and use all creations with an emphasis
on recognizing that everything is upgradeable and that evolutions will arise
at any time.

– Share: Teach or show the project to others taking into consideration their
opinions.

– Reflect: Carry out a feedback process where the appropriate changes are
made.

The iterative execution of the SCT leads to the creation of artifacts that
promote research and experimental thinking. Therefore, for the realization of this
project we will use SCT as the main source of the methodological process, at the
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same time we will integrate the phases of the software engineering process into
this research. Additionally we will need to realise a number of tasks to achieve
our goals. To investigate how to integrate smart book content and interactions
in a digital twin we need to:

– Implement the prototype of a smart book based on a real book and using
MR.

– Identify potential interactions.
– Identify potential data of interest within a focus group.
– Identify requirements.

To develop a digital twin architecture to support a smart books creation
framework we need to:

– Design the architecture.
– Design a data model to support the architecture.
– Design a way to measure books usage and understanding.
– Identify the most suitable technology for development.
– Implement the architecture.
– Design and implement a user interface for smart book creation.

To validate the resulting framework introducing a smart book we need to:

– Use the architecture to create one smart book inspired on a real book.
– Validate frameworks usability.

To validate the use of the smart book created using the framework we need
to:

– Validate usability of the smart book within a focus group.
– Validate how the book is read and understood using statistics.

3 Proposed System

Figure 2 shows the proposed architecture and flow of smart book use. While
in real books one author proposes content to the reads, AR, MR and VR tech-
nologies create a window that expands the book to the smart book allowing
multiple readers become collaborative authors and the authors become collabo-
rative readers. Users in both roles (readers and authors) can upload and down-
load content that may come from different sources and media, such as text,
3D content, images and video, audio, interactions. This content is inspired in
the real, imaginary, and virtual worlds. The smart book must be supported by
an interconnected architecture based on the Digital Twins concept, which in-
cludes a layered model, a novel user interface, storage, and processing of data.
This approach will integrate the real and virtual versions of the book allowing
collaboration and allowing users to include their imaginary into the book.
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Fig. 1. Previous book and method. A) Previous AR book. B) SCT.
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Fig. 2. Smart book’s architecture.
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4 Early Prototype

At the end of the year, we will have the prototype of a smart book and a list
of feasible interaction oriented by the book. We chose “Journey of the Beetle”
book [29] as a field test for the smart book early prototype. Following the idea of
SCT, we started a creativity workshop with nine undergraduate students under
the guidance of Miguel Fernando Caro, the author of the chosen book, who
specialises in educational books and tales. During this workshop, the students
had to: (1) write letter to their inner self (self-discovery) talking about their
experiences in life and feelings; and, (2) write a short fictional story. In all cases,
students were free to share their writings or not. This served to spark creativity
and motivate story writing for video games and animation. Then, students had to
study previous publications related to AR books and present a summary analysis
of one paper to the rest of the group. These two activities were related to the
“imagine phase” of the SCT. Finally, we had a brain storming session. Next, we
started preparation for the “create phase” and all students participated in Unity,
Unreal and Vuforia basic training and developed the first prototypes. Figure 3
shows “Journey of the Beetle.” Here, one example of the proposed interactions
obtained from the first iteration displays and AR interactive game the first time
the beetle is shown in the book. In the game the beetle must catch as many dung
balls as possible. This game was played by two students who programmed the
game (“play phase”) and then shared to the rest of the group (“share phase”).
After the “reflect phase” we found that:

– There are many ways a the book can be used to interact. For example, you
could go to the real word, photograph a beetle and upload it in new page of
the book; you could expand the book by superimposing animation or videos
as in previous books; or, you could write new pages in the digital twin.

– Some pages or chapters could contain video games. Particularly, the first
video game implemented could be enhanced to include multiple players and
collaboration mechanisms among a number of beetles.

– The book itself could be an interaction device for a narrative educational
video game.

– Apart from the original game of the beetle making dung balls. Two other
video game narratives for different sections of the book were proposed. The
first one is about the illegal burning of fields versus the reforestation of the
field to raise cattle in a sustainable way (the book explains the relation-
ship between the beetle and the cattle). The second one is a survival game
where beetles must avoid being caught by hungry birds. All proposed video
game narratives can be a test field for AI (flocking and path finding for cat-
tle), collaborative reading (reading/writing with other author-readers taking
advantage of a digital twin), multiplayer interactive techniques (each reader
becomes a beetle and compete to make the biggest dung ball), among others.

– Finally, different reading reward mechanisms were proposed, such as: ac-
cess to books, documentaries and movies related to the book’s thematic and
guided field visits where the situations explained on the book can be expe-
rienced in real life.

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 24

ISBN 978-9930-541-79-1



10 Kolivand et al.

Fig. 3. Early prototype.

5 Discussion

We believe that if we manage to implement it, the smart book will become
an important communication tool within a smart city environment supporting
education, tourism, maintenance, training, health, environment, culture, etc. We
expect our approach will respect and give relevance to other book formats while
expanding those to different ways of interactions, collaborations and applications
that may be used when required. The most important thing about the Digital
Twins approach is that it will allow for a book that can not only be used to
expand the real world but to take decisions from the data gathered during its
usage, for example, to enhance learning or other processes that could be achieved
through the book.

6 Conclusion

We finished the first iteration in the SCT. The process of the SCT has sparked
initial ideas and interaction mechanism that will enrich the smart book and chal-
lenge the developer to create and architecture that supports such interactions.
However, a few more iterations are needed to refine the prototype before we
start implementing the architecture. Despite that, we dare to envision a possi-
ble basic architecture and work usage flow. Further iterations within the SCT
should include reflection of the applications of the book in fields different from
education and potential users. The completion of the smart book project will
require funding and time to cause the desired impact.
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We are aware that during the latest book evolution (the AR book), there
have been advances which allow some content creation, inclusion of different
data formats, introduction of new books and, the use of natural features of the
book. However, we found no evidence of a book creation framework that takes
advantages of all these features altogether; neither we found a vision of the book
which takes advantage of the Digital Twins concept. Our previous project has
now become obsolete because the software tools we used are no longer usable.
We believe our Digital Twins approach is an opportunity for reimaging the book
. . . again!
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Abstract. Various attempts to embed cultural, social, and legal norms directly 

into the design constraints and machine-readable code define the current ethical 

frameworks and interventions regulating algorithmic governance. The challenge 

is to balance the novelty and efficiency of automation with aspirational values 

of democracy, such as division of powers, political deliberation and inclusivity 

in decision making. To support these aspirations, we developed an experimental 

approach balancing regulation with code modeled after a regulatory sandbox. 

The Lithopy policy and design sandbox engaged stakeholders in blockchain 

smart contracts and regulations of an imaginary “smart village” using a simulat-

ed ledger on a server (testnet) in 2 – 4 hours long workshops. In 2019 we con-

ducted five workshops with over 35 participants to design the sandbox. In 2020 

we tested it with 59 participants in two workshops resulting in a structured 

feedback on how to regulate a biased and adversary code.  The experimental 

form of algorithmic citizenship in the sandbox showed a preference for regulat-

ing code over audits and industry standards (rather than governments or mar-

kets). 

Keywords: Blockchain, Distributed Ledger Technologies, Stakeholder En-

gagement, Policy and Design, Governance-by-design, Smart contracts. 

1 Introduction 

There is a democratic deficit in the present algorithmic services that support automat-

ed decision-making as a base for the future smart cities and governance [1]–[5]. Ra-

ther than supporting democratic institutions and procedures that define our off-line, 

non-digital institutions (norms, laws and regulations), these platforms and systems 

replace legitimacy with efficiency. They reinforce the existing biases and injustices 

translated into algorithms that promote efficiency but lead to “accountability gap” [6]  

and “de-responsibilisation of human actors” [7]. To support legitimacy along efficien-

cy of the new infrastructures, we need governance over prototypes is reflective of the 

issues of power, stakes, interests, and ownership. We need a model of prototyping that 

balances the calls for innovation, disruption and technological change with participa-

tion, deliberation and legitimacy. 
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1.1 Frameworks, Interventions, Sandboxes 

To address these structural challenges in the use of algorithms and new services for 

governance and decision-making, researchers proposed various interventions and 

frameworks. They try to increase the transparency [8]–[10], oversight [11], [12], ac-

countability [8], [13], [14], but also participation and engagement [15], [16] with 

algorithms and data. Beyond these numerous interventions and frameworks regulating 

AIs, ML algorithms and blockchain systems, we can identify two strategies. One re-

duces and transforms the values and regulations into code and data [17], such as pri-

vacy-by-design [18], society-in-the-loop [19], [20], and adversarial public AI system 

proposals [21]. This “governance-by-design” strategy differs from the various aspira-

tional ethical frameworks and tactics that try to separate the regulations from the 

code. This second strategy insists on an oversight by a public institution or independ-

ent body outside the platforms and systems through laws, regulatory oversight, audits, 

industry standards [22]–[25], but also “social licenses” in cooperation with communi-

ties [26] or even “people’s councils” [27].   

The regulatory sandboxes [28], [29] present a third, experimental alternative to 

these aspirational ethical frameworks [30], [31] and equally popular “governance-by-

design” [18], [32] and “value-sensitive design” initiatives [33]. Sandboxes address the 

structural challenges of algorithmic governance and automation [1] by connecting 

deliberation with experiments that work simultaneously with regulations and code 

without reducing one to another. Instead of reducing and transforming the various 

democratic values and regulations to code, such as privacy-by-design [18], society-in-

the-loop [19], [20], adversarial public AI system proposals [21], or insisting on the 

oversight by a public body outside the infrastructure, the sandboxes support hybrid, 

tactical and situated engagements with automation and infrastructure [16], [34], [35].  

1.2 Legitimacy and Efficiency: “Good Enough” Solutions with Friction 

The sandbox alternative to the universalist models of regulating (with) algorithms 

leads to “good enough” solutions that are open for further iterations and modifica-

tions. The processes of negotiation and design reiterations do not separate nor reduce 

the regulations from/to code. They support friction by “slowing down” the technology 

and increasing participation and understanding of the issues involved in the technical 

decisions about the architecture of the system (open source, closed, in-house solu-

tions, permissioned, permissionless etc.). Their main advantage is in giving a direct 

experience of the effects combining design and policy for a particular contexts and 

concrete community. 

To support legitimacy along with efficiency in these new promissory infrastruc-

tures, we have to reflect upon the dichotomy between regulation and code, institutions 

and platforms and question whether it makes sense to develop them independently of 

each other. Instead of reducing and simulating the democratic processes to a level of 

code or strictly separating regulation from code and insisting on a more decisive role 

of the government institutions, we can actively support the hybrid and complex ar-

rangements. The tensions between regulation and code in the sandboxes are produc-
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tive and support experiments that challenge both, the institutions and platforms while 

emphasizing the issues of engagement, participation, and representation.  

To tap into these hybrid opportunities of connecting regulation with code, we de-

fined the algorithmic future as a problem of experimental and hybrid governance 

rather than a technical or governmental teleology of better Reg or Tech. In what fol-

lows, we will describe the process of designing such sandbox for supporting experi-

mental and hybrid governance, including the mistakes which informed the final de-

sign. While we originally envisioned the sandbox as a space supporting collaborative 

work on the future scenarios of algorithmic governance, the 2019 workshops showed 

more urgent need for a tool gathering personal attitudes towards issues of code and 

regulation. Lithopy project was never a user study but a research into stakeholder 

engagements and we never collected any personal data on the participants except their 

self-identification in terms of their knowledge of blockchain technology and/or gov-

ernance issues and interests. 

2 Lithopy Sandbox 

The critical engagements with algorithms via frameworks, interventions and sandbox-

es respond to various challenges in algorithmic governance (safety and security, bias, 

justice, participation, deliberation). The original focus of our research in 2019 was 

anticipatory governance of the emerging blockchain-based infrastructure for which 

we designed a “testnet” (running a simulated Hyperledger Fabric permissioned block-

chain ledger) with a simulation game for 12 stakeholder roles [36]. In 2019 we orga-

nized five workshops with 35 participants that used a simulation game later formal-

ized as a sandbox used in 2020 workshops.  

The cards with the roles explored the various stakes in regulating algorithms and 

data in the near-future scenarios based on four functional smart contracts. The con-

tract (becoming citizen, marriage, partnership, owning property) governed the life in 

the imaginary “smart village” of Lithopy consisting of functional permissioned block-

chain services. To show how it feels to live under the extreme blockchain governance 

with automated contracts, we created a design fiction movie about a typical day in the 

village where people sing with 3D printers, move around their large coins, and per-

form various transactions in front of the satellites and drones. The artistic aspect of 

the project created an intentional ambiguity to support creative engagements with the 

code and regulations. 

2.1 Surveillance, Automation, Deliberation in the Sandbox 

The experience with the extreme forms of surveillance and automated governance 

over satellite and drone data in Lithopy informed the discussions but also the voting 

and decision-making processes in the workshops. In 2019, 35 participants took part in 

the 5 workshops with a questionnaires that also served as a training material for ex-

plaining the various tools of regulation of the emerging technologies (from govern-

ance-by-design to market incentives, codes of conduct, ISO norms, provision of ser-
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vice, laws, moratoria etc.). The participants watched a design fiction movie about the 

life in the village and interacted with the blockchain services over a dashboard and 

templates documented on the GitHub to decide upon the future of their community1.   

While modifying the code for the testnet, the participants made decisions on the 

type of regulations of these future services through voting and deliberating. In 2019 

most participants (16 out of the 18 that left feedback in a written form and majority in 

the group discussions) expressed a strong interest in hybrid, onchain and offchain 

combination of code and regulations but complained about a lack of skills to do this.  

Participants did not feel competent to decide on the future scenarios of their commu-

nity. In the discussions, they would slip out of their stakeholder roles into personal 

opinions and issues with algorithmic governance in general.  

2.2 Individual and Social Agency over Code and Regulations 

The most important outcome from the 2019 workshops became a proposal for an 

environment or service that supports stakeholders in giving feedback in their natural 

languages about regulations, but also code. This led to the idea of a hybrid sandbox 

that uses the model of regulatory sandboxes [37] to support more participatory and 

public engagements in concrete scenarios of algorithmic services and governance.  

Rather than a specific set of regulations, values or codes that make life in Lithopy 

safe and frictionless, participants demanded respect to their social and individual 

agency.  We describe this demand as call for “experimental algorithmic citizenship” 

that we explored in 2020 over a hybrid and public sandbox. The experimental algo-

rithmic citizenship involves continuous deliberation upon, but also prototyping and 

testing of blockchain services.  

The failure of the original simulation game with stakeholders practicing anticipa-

tory governance to agree upon scenario changed the goal of the data collection pro-

cesses. From identifying scenarios for anticipatory governance of blockchain services, 

Lithopy became a tool for participatory and co-design-oriented engagements in regu-

latory sandbox and environment for mixing code and regulation. 

2.3 Different Formats of Engagement  

The several iterations of the Lithopy project followed different formats of public en-

gagement in issues of algorithmic governance. The first iteration was the exhibition 

from March till November 2019 of Lithopy as an installation in two locations (Italy, 

Czech Republic) followed by five workshops on the stakeholder game (Germany, 

Israel, Bulgaria, USA, and the Czech Republic) in universities, museums, festivals, 

and hackerspace settings. In the installation, visitors interacted with the blockchain 

services over a dashboard by becoming citizens of Lithopy and offering imaginary 

assets and partnerships in the blockchain ruled village. In the workshops, participants 

used templates of functional smart contracts to learn the basics of Hyperledger Fabric 

1 Documentation of the code, forms and training material https://github.com/anonette/lithopia 
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permissioned blockchain services and give feedback on the type of regulations they 

wish to see in their community.  

The original hypothesis [36] that the primary purpose of this simulation is to ena-

ble stakeholder negotiation over blockchain futures as a form of anticipatory govern-

ance proved unrealistic. Participants expressed frustration with the simulation and 

their roles because of their strong personal opinions and attitudes towards intrusive 

technologies in general. Based on the 2019 workshops, we realized that the majority 

struggles to understand the infrastructure and there was never enough time to support 

the engagement between the stakeholders. Rather than learning code or regulations, 

participants expressed a wish for an interface or system that allows them to translate 

their personal views and feedback directly into both, the regulation and code. They 

felt overwhelmed by the impossibility of catching up with all the necessary skills to 

influence the future development of the blockchain services (in the questionnaire we 

had 5 explicit calls for improving code literacy).  

3 Algorithmic Governance: Users and Stakeholders 

To respond to this need for direct engagement with the blockchain services over natu-

ral language without becoming experts in programming or governance, we decided to 

transform the simulation into a sandbox. Regulatory sandboxes support stakeholder 

interactions over stakes and interests that directly influence the code and regulations. 

In this sense, they embody what one of the 2019 participants described as an actual 

interface that translates the natural language (values or goals) into regulations but also 

code (infrastructure) and enables the different stakeholders to give feedback in paral-

lel about the algorithms, data, code and regulations. Based on the discussion and 

feedback, we modified the original emphasis on the future (anticipatory) blockchain 

governance and scenarios described in our early articles [36], [38]. We redefined the 

whole environment as a hybrid sandbox for experiencing citizenship and personal 

agency under one discriminatory contract that participants have to figure out how to 

regulate.  

The contract that attracted attention and became central in the sandbox was the 

ownership of a property. We used this contract to include a discrimination that pre-

vents selling and buying of property by anyone who identifies as “Czech”. Partici-

pants then followed a questionnaire on various strategies how to identify such bias 

and discrimination in the code and how to mitigate the problem on a level of regula-

tions. While familiarizing with the regulations and the smart contracts, participants 

decided on which level to regulate it (blockchain architecture, community, industry, 

market, and government). The goal was to improve the blockchain governance in 

their imaginary village by providing feedback which we gathered in 2020 and visual-

ized in the Tableau Story. 
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3.1 Stakeholder Cards 

In the first three 2019 workshops, we assigned stakeholder roles to the participants 

(see Figure 1) to protect their privacy in the research, but also to simulate the potential 

conflicts that will lead to the collaborative future scenarios. The 12 stakeholder cards 

and roles described the different expectations and attitudes towards blockchain and 

Distributed Ledger Technologies (DLTs) broadly defined as “positive,” “negative,” 

and “neutral”.  

The roles had ambiguous relations to technology and regulations even if their over-

all attitude was described as “positive” or “negative”. For example, the police chief 

interest in safety and security issues meant a positive attitude towards timestamping 

of the body camera content (prevention of tampering with data) but s/he was also 

worried about new types of cybercrimes. Similarly, the data regulator had a mission to 

audit how the new services fit the existing EU data protection framework, such as 

General Data Protection Regulation (GDPR). S/he experienced however a clash be-

tween the protection of fundamental rights and another government policy promoting 

innovation, transparency, and accountability (which the blockchain supports).  

We recruited participants as volunteers during conferences, workshops, and sym-

posia related to issues of technological art, design, algorithmic governance, and public 

engagements in science and technology. Since many of them shared interested in 

technology, they often refused to play the stakeholder role in some part of the simula-

tion and voiced their personal opinion. There was also never enough time to collabo-

rate on the scenarios with other stakeholders.  

 

Fig. 1. One of the 12 stakeholder cards summarizing attitudes and issues related to blockchain 

governance. 

Typical example of such conflict between a personal opinion and the stakeholder 

role is the following quote: "My hacker identity would argue for the continuation of 

the Lithopy blockchain system as OK because I can hack it, but myself, I would dis-

continue the use because it is too easy to hack. I would maybe agree only with outside 
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regulations and only for easy, low stakes transactions such as exchange food for val-

ue” (Hacker stakeholder in workshop 2). In the last two workshops, we abandoned 

the stakeholder roles. This improved the focus on the individual reactions, especially 

to the biased code in the contracts and made the experience more realistic. It generat-

ed more concrete ideas on how to combine code with regulations to prevent the biased 

and discriminatory smart contracts.  

3.2 Principles and Rules 

When facing the discriminatory contract, participants insisted on principle-based 

regulations that are aspirational rather than rule-based. They demanded a change of 

how code and regulations are designed and implemented (we interpreted this as a call 

for sandboxes) rather than only improve some rule (such as that the services should 

not include nationality as data point).  In the discussions, this was often described as a 

need to level up the whole process of designing the new services to include more 

citizens and stakeholders in the process and not rely only upon experts.  

Instead of concrete, code or policy-based interventions and rules, the participants 

demanded an environment, in which they will be heard and respected as stakeholders 

rather than only users of future services. Instead of frictionless design or software 

embedded with various values that reduce the citizens to users of future service, the 

participants demanded interfaces and environments, in which policy and design play 

an equal part. We decided to use the model of regulatory sandbox environments for 

their ability to engage the users as stakeholders in testing and auditing the services 

rather than insisting on the scenarios of common future [36].  

3.3 Regulating Discriminatory Smart Contract 

The purpose of the discriminatory smart contracts was to show how easy is to in-

clude a bias in the code and that often this remain invisible. We intentionally im-

mersed the participants in the actual code of the smart contract written in JavaScript 

and Hyperledger Composer object-oriented modeling language to provoke the partici-

pants. The variables were readable (owner, newOwner, LithopyPlace) and the logic 

simple.  

Most participants (28)  in 2019 had not programming experience, and while they 

appreciated the readability, many felt uncertain about what they missed when reading 

the code and, and at various points, refused to engage with the code. After showing 

and explaining the blockchain system and the actual code of the application (smart 

contract for changing ownership of an asset), we asked the participants to create an 

adversary or evil “smart contract” that contains a bias. We used a simple example to 

show how easy is to introduce such bias in the managements of assets/properties in 

the village. Not one of the non-programmers in the workshop ever tried to work with 

the code even when we spend time and effort to explain the logic and tried to propose 

some help in influencing the code. 
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3.4 “newOwner.origin !== 'Czech'” 

The command “newOwner.origin !== 'Czech'” excluded people based on their na-

tionality from property transactions. It made structurally impossible to get a property 

in the “smart village” as Czech. Participants in all workshops reacted to this adversary 

code with lengthy group discussions about the dangers of data collection and personal 

information used in such future services. They became increasingly concerned that 

such bias is maybe difficult to spot, especially when the code of the service is not 

open source.  

The discussion on making the contracts open-source and supporting transparency 

led to a new insight that it is unclear (at least in Lithopy) who is responsible for audit-

ing the code of the services, to whom they should report and who makes the decision 

on the change on the level of code. Part of the participants (5) insisted that because of 

this uncertainty, smart contracts should be limited only to specific (less sensitive) 

domains, but not personal relations (marriage, property). Part of the participants also 

insisted on deploying contracts only after we clarify the regulations (3). Most reac-

tions were less concrete in terms of steps and not very actionable in the case of the 

imaginary village.  

Before playing with the template of the biased contract, most participants (25) 

feared surveillance and lack of privacy in front of the satellites (which they saw as a 

prominent scenario in the design fiction movie). The initial discussions were full of 

mistrust of both regulatory bodies and the developers of the services. After exploring 

the “evil” smart contract participants became more interested in the actual issue of 

auditing the code and data in the smart contracts, ledgers and databases.  

 

We consider this sudden emphasis on auditing (by participants in 2019 and 2020) 

directly connected to the actual experience of prototyping and engaging with the code. 

The typical reaction at the start of the workshop after showing the design fiction mov-

ie would be: “No way! Privacy, costs that are not known, filming me all the time (the 

reasons for this refusal)” (stakeholder Mayor in workshop 2)  or “No, it is very prob-

lematic to feel free or perform your own identity to be under control all the time” 

(stakeholder Editor in workshop 2). After prototyping, the reactions were typically 

less about the fear from a particular technology and more about the importance of 

preserving the democratic institutions and values: "I would argue for continuing with 

blockchain-based systems but only with outside regulations. A balancing act seems to 

be required. Government regulations, in a sense. Would depend on the type of gov-

ernment. I would desire less such a system if it was a fascist dictatorship that could 

push unethical regulation and design them into the code” (stakeholder Citizen in 

workshop 2).  

The demand for an outside (offchain) regulation was particularly strong in the de-

bates (and from 17 participants in the questionnaire). In one case this included a par-

ticular, concrete and restrictive clauses: "1. you can't fly your own drones, all drones 

need approval 2. contracts can't be overturned without outside approval 3. you can't 

make a contract to do something illegal” (stakeholder Policeman in workshop 2). This 

stakeholder also demanded that blockchain and satellites services in Lithopy are de-

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 36

ISBN 978-9930-541-79-1



signed by public institutions (or through a public-private partnership). If that is im-

possible, s/he would infiltrate the private companies as a security prevention: “The 

developers should work on the architecture with government officials to introduce 

very strict centralized blockchain system… in order to achieve control, I will choose 

to infiltrate the development group to have better understanding and influence, ability 

to report.”  

The original question whether we should reduce all regulations to code or insist on 

institutions as safeguards from code turned into a search for more pragmatic and hy-

brid combinations of regulations and code that emphasized audits. The research trans-

formed from understanding anticipatory governance of blockchain services via sce-

narios over simulated stakeholder roles to a blockchain sandbox for individual experi-

ences with algorithmic governance and for gathering individual feedback. 

4 Programming, Auditing, Regulating  

The participants in the first three 2019 workshops questioned the sharp dichotomies 

of code (algorithms) and regulations (norms, laws), networks (infrastructure) and 

institutions and the whole idea of old and new forms of governance (without or with 

technology). They viewed the issue of governance as a problem of asymmetric control 

over both, the regulation and code, that gives too much power to the experts. The 

legitimacy as the primary purpose of regulation and law, meaning preventing the arbi-

trary decisions by influential stakeholders, was clearly failing in the case of regulation 

of new blockchain systems prone to numerous scandals around forks and forking. 

Legitimacy is also an issue for the strict government interventions and regulations 

that ban certain technologies and try to protect the absolute state sovereignty in defin-

ing standards, norms, and rules. The regulations can create a different asymmetry of 

power and arbitrary decisions made by the policy “elites” that simply know how to 

tweak the governance system.   

4.1 Independent Audits  

In the five 2019 workshops, only 2 participants from the 18 that left some written 

feedback chose strict government interventions as a model for the anticipatory gov-

ernance (in the group discussions this was a minority). One of the participants (num-

ber 13 who refused a stakeholder role in workshop 4) expressed this as a general pref-

erence for a “slow regulation” and neutrality: “Automated contracts seem to be dan-

gerous. As bad as non-automated bureaucratic systems go, their slowness and need 

for constant intervention can sometimes work as a check and balances system.” The 

participant changed his/her opinion on the regulation after prototyping some of the 

contracts and emphasized the importance of non-government organizations and codes 

of conduct that can also slow down and “introduce friction that ensures a proper 

review." The extreme call for strong government regulation was expressing a need for 

a process that creates friction and slows down the automation (like in blockchain min-

ing) rather than insisting on the necessity of government institutions. 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 37

ISBN 978-9930-541-79-1



The majority (14 out of 18 that left written feedback in the questionnaire) preferred 

more hybrid arrangements between the onchain and offchain regulatory processes. 

Popular category in the questionnaire was on independent auditing of the code and 

data supported by certification processes to create public trust.  The category of audits 

was also supported by the majority of the participants in the more structured 2020 

workshops as we can see on Tableau story 4d “Future of RegTech Preferences”  (31% 

consider it as a priority and 20% as very important)2.  

4.2 Audits as Hybrid Tools of Governance 

Rather than preventing the interactions of code and regulations or reducing everything 

to one side, most participants called for hybrid, democratic and open design and poli-

cy processes that address both in parallel. In 2019, this led to discussions on how to 

involve non-experts and the natural language in the process of auditing the services 

without reducing this only to experts in the regulations or code.  

The emphasis on involving non-experts was crucial for many participants in the 

discussions and while some viewed this as an issue of increasing literacy, most em-

phasized the "friendly" interfaces for influencing both code and regulations that also 

allows public audits. This “translation” of code and regulations into the natural lan-

guage was viewed as the most important intervention that would make the blockchain 

futures in the Lithopy democratic. 

In the final 2020 iteration of the Lithopy as a design and policy sandbox instead of 

only asking how many participants prefer audits, we also offered two forms of “audit-

ing”: one happening ex post (lean model of development and regulation on the go 

after implementation of the code)  and the other happening in a regulatory sandbox 

before implementation (with emphasis on defining algorithmic “accountability,” im-

proving the system specifications and testing how it behaves under different condi-

tions).  

4.3 Audits Supporting Friction or Design Interventions 

The two 2020 workshops provided more structured data from 59 participants visual-

ized on Tableau and published as a dataset3.  Majority (72%) demanded a sandbox 

(and 19% viewed this as priority) while only 12% expressed trust in the common 

“lean” model of implementation of new algorithmic services (Tableau story slide 6. 

“RegTech via Audits: overview”). The participants insisted (47% as a priority and 

27% as very important) on audits that probe the “robustness of the algorithms (bugs, 

vulnerabilities)” via security and penetration testing methods or code reviews (soft-

ware quality assurance). It was surprising that despite the calls for hybrid regulation 

and code interventions and support for the sandbox, regulation was perceived as a 

technical matter rather than a compliance intervention (the lowest number 31% views 

“regulatory compliance” as a priority in such audits).  

2 AlgoGov Research Data from Lithopy sandbox, Tableau story https://tiny.cc/lithopy  
3 https://tiny.cc/lithopy  
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The participants who preferred the technocratic audits of the code also expressed 

strong preference for checking the transparency and quality of the data (54% of them) 

and the accountability of the governance structure of the platform (50%) (Tableau 

story slide 7. “What to audit and how?”). This emphasis on well-designed and trans-

parent system that makes impossible attacks, misuses, and mistakes was surprising. 

Rather than friction and “slowness” (regulatory compliance), the participants seem to 

support the goals of frictionless and anticipatory design [39], [40]. Despite their expe-

rience with discrimination and bias, they still expected this to be solved on the level 

of code but under more public oversight. 

4.4 Independent Audits or Institutional Oversight 

Majority of participants in 2019 expressed a keen interest in the possibility of inde-

pendent audits of the code and data before they are offered as a service to the public. 

While few imagined (9 responses) that this can be done by an independent institution 

(NGO) that is responsible to the Lithopy government, there were also proposals for a 

government agencies that use testnet (testing network for decentralized blockchain 

services), on which representatives of the smart village can explore and test the con-

tracts before implementation (2 responses).  

The public audit of the contracts conducted by government lead directly to the idea 

of a public sandbox for algorithmic governance.  Few of the proposals (6) also advo-

cated hybrid combination of technology and policy in the auditing process, AIs and 

humans following the inputs and outputs of data. The importance of auditing the code 

and data by independent institutions was expressed followingly: “There should be an 

auditing body that follows the regulation and jurisdiction, in which the contract is 

operating. (In algo-governance) we need to insist on a democratic process and 360-

degree feedback, the involvement of individuals… even in the code” (stakeholder 

Hacker in workshop 2).  

Others emphasized a more hybrid, technology and governance driven mechanism 

for auditing: “I would prefer some auditing and certification requirements to e- in-

centivize industry to self-organize… as with most anything, I believe a multi-

stakeholder action approach can result in the most balanced approach geared to 

support long terms capability” (stakeholder Citizen in workshop 2).  This participant 

also ticked auditing and “penetration testing,” a form of audit common in the security 

industry as an appropriate model for regulating Lithopy and emphasized the im-

portance of government and industry agreements.   

The importance of independent auditors as the translators of our natural languages 

concerns and hopes into  laws and regulations but also code was most clearly ex-

pressed by the following participant: “Perhaps the system should not allow access 

before you are 18 or 16? In the auditing, we need someone to translate what the cod-

ers make and explain it to the lawyers and some litigators invested in civil rights that 

will review the code.” (stakeholder from an NGO in workshop 2). This participant 

also gave feedback about the workshop as "ideal for coders who need to understand 

social ramifications of what they are building through code, but democratic future is 
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ensured by involving public servants in it, they should be the one telling the coders 

what contracts to code." 

In the two 2020 workshops (Tableau story 6d “Audit values and priorities”) , the 

“independence of the auditing body” was a high priority (41%) followed closely by 

more technocratic attention to the “transparency of data” (44% consider it a priority) 

and security of the services  (44% consider it a priority). The 2020 sandbox as a hy-

brid environment for improving both code and regulations and exploring algorithmic 

citizenship showed that the participants had low trust in government interventions in 

Lithopy. They demanded a better cooperation with the industry that would improve 

the services under the guidance of independent organizations.  

5 Conclusions 

The extremes of “governance by design” (code) and “policy by moratoria” (regula-

tion) lead to arbitrary exercise of power and loss of legitimacy. To support transparent 

and just policies guiding the future services and algorithmic governance we need 

environments and services that engage the public with both, code and regulations and 

support independent audits that balance the principles with the implementation of the 

rules.  

What the workshops in 2019 and 2020 show is the value of public engagement in 

these governance and regulation process that influence the code and future infrastruc-

ture. The current emphasis on ethical frameworks for algorithmic governance often 

supports only the aspirational values and principles and fails short in implementation 

or the design of the rules in code and regulation. The technocratic insistence of trust-

less networks or smart cities solving all policy issues on the level of code reduces 

everything to such issues of rules. The problem with rules without principles and 

aspirations is the emphasis on efficiency ignoring any issues of legitimacy. The work-

shop showed that there is a need for more hybrid approach that emphasizes public 

oversight and agency to influence and transform the code and regulations.  

We need tools and environments that combine the aspiration value of the principles 

with the rules and pragmatic choices we make on the level of code and algorithms.  

The future of algorithmic governance is neither about inventing the ideal consensus 

mechanism nor about more stringent consumer privacy protection laws (such as US 

Federal Trade Commission or similar EU regulations related to GDPR). No consensus 

mechanism or service will ever prevent a future fork that will defraud part of the us-

ers. Neither will $5.0 billion settlement with Facebook prevent future algorithmic 

scandals and excesses. The challenge we identified in our 2019 and 2020 workshops 

is to create a public space and environment (described as sandbox) where citizens can 

experience, understand, test, and improve such future infrastructure and policy in 

parallel.  

Public sandboxes for connecting policy and design have the potential to improve 

the trust in public institutions but also technical infrastructure by allowing the partici-

pants to experience and identify the preferred form of algorithmic citizenship in near-
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future scenarios. Such environments allow participants to anticipate and prevent prob-

lems and excesses rather than create ex-post or ex-ante regulations.  

The main problem in the current attempts to combine regulations and code is their 

democratic deficit and ahistorical narrative (often inspired by game theory concepts or 

ideas of crowdsourcing or “crowd-pleasing” public sentiments as something that is 

constant). These deficits of algorithmic governance show the limits of all “rules-based 

systems” no matter if they use code or law. If our goal is to preserve a free and demo-

cratic society, it is not enough to concentrate only on the concrete regulations that fit 

the existing public sentiments, nor the technological solutions supported by powerful 

lobbies and platform owners.   

This research identified the possibility of a public sandbox as an environment that 

enables stakeholders and citizens to influence how code and regulation are actually 

created and implemented. Rather than insisting on more security/penetration testing or 

more stringent laws (that are often impossible to implement), we need to increase the 

direct and public engagement with both, regulations and code, based on independent 

audits that support the division of powers.   

The purpose of a hybrid and public sandbox is to support experimental forms of al-

gorithmic citizenship.  Only when we level the grounds for different stakeholders and 

citizens to engage over code and regulations, they can form a community or a future 

"smart village".  Whether we can achieve this by supporting more code and regulation 

literacy or by concealing them and translating them through interfaces, procedures, 

and intermediaries into natural languages remains a challenge.  
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Abstract. The current collection of second-hand clothes containers that
Cáritas has distributed throughout the Community of Madrid presents
some inefficiencies. Through the remotely monitoring of these containers,
this project intends to address and reduce them. To do this, a study of
the different alternatives on the market is carried out and a prototype
is developed to check the functionality of the system. The system is
composed of three different parts: a hardware or device composed of an
ultrasound sensor that sends the free capacity of the container through
the communications network of Sigfox to its own back-end. By creating a
callback this message is redirected to the Microsoft Azure cloud platform
where it is processed, stored and displayed. In addition, the user can know
the capacity of the containers through a web application or front-end and
create optimized routes based on this information.

Keywords Arduino MKRFox 1200, Azure IoT Hub, Azure Blob Storage,
Azure Maps, Azure Time Series Insights, back-end, Cáritas, Digitalization,
front-end, monitoring, Sigfox

1 Introduction

This study is part of the Moda Re- project of Cáritas Madrid, whose objective is
the recycling of second-hand clothes through a network of containers distributed
throughout the Community of Madrid.

Right now the clothes collection system has many inefficiencies caused mainly
by the lack of knowledge about the real volume of the containers. This causes
containers that are not yet full to be collected or others to get overflow, with
bags of clothes accumulating on the outside. This creates a problem of clothing
theft and bad image for the organization that can be solved by implementing a
system to know the capacity of the containers in real time.

For this purpose, a collaboration project between Cáritas Madrid and the
Fundación Ingenieros ICAI has been set up to monitor the free capacity of the
containers. The aim is to provide the organization with a system to improve
efficiencies through the optimization of the collection routes. The system will
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consist of sensors placed in each container that will measure the space available.
This data will be sent through an IoT communication network to a back-end
platform where it will be processed and stored in order to be represented in a
front-end.

This paper presents a first analysis of the system and the implementation
of a prototype to validate results useful for future massive deployments. The
developed system combines currently leader technologies such as Arduino, as
hardware platform, Sigfox, as communication network, and Microsoft Azure, as
Cloud platform.

The remainder of the paper is organized as follows. Section 2 presents the
analysis of the different technologies and solutions available for this kind of
systems and justify the technology selection in this case. Section 3 describes the
design and development of a proof of concept for the target system. Section
4 presents the validation of the developed system. Finally, section 5 draws
conclusions and discuss future works.

2 Analysis of the state of the art

Currently there are a large number of companies in Spain and around the
world that are dedicated to the implementation of container monitoring systems.
Although depending on the content and the application in particular there are
many variations, all the systems are characterized by being supported by the
three key pillars shown in Figure 1:

– a set of devices placed in each container that are in charge of evaluating the
free capacity;

– a communications network that is used to send the data from each device to
the back-end;

– a back-end where the data are processed, stored, analyzed, and represented
though a dashboard.

,
A study of each of the parts of the system has been carried out, analysing

which of the different options are optimal for the application of the project,
considering both technological and economic parameters.

The first element to be decided is the communications network, since it
will condition both the development of the device and the back-end. For the
communication system, LPWAN (Low Power Wide Area Networks) technologies
are chosen over others since they perfectly fit the application requirements (i.e.,
low data rates, very low consumption, high coverage) [1]. Emitting at fairly low
frequency allows them to cover large areas, being able to reach all containers.
On the contrary, there is a penalty in the bandwidth being able to send only
a limited amount of information. Anyway, it is foreseen that one or two daily
measurements will be made with very little weight each, so this would not be a
restriction for the application of the containers.
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Fig. 1: Overview of the system operation

Within these networks there are two groups depending on whether the frequency
band used has its use restricted or not. The MNO (Mobile Network Operator)
networks use an existing telephony network and include NB-IoT and LTE-M.
They provide security and reliability at the expense of higher cost [2]. On the
other hand, the main non-MNO networks are Sigfox and LoRaWAN, which have
cost advantages but lose reliability [3].

Despite the fact that the characteristics of all the networks are very similar
for the development of the project, we have chosen the Sigfox network, which
has advantages when it comes to implementation and development, since its
operation is not based on SIM cards such as in the case of NB-IoT or LTE-M.

Once the communications network has been chosen, the Arduino platform
was chosen for the development of the prototype due to its simplicity and
cost. Among other options the purchase of a device that was too expensive
for the prototype or the development of an ad-hoc board which would entail
a high time and cost were considered. Therefore, the Arduino MKR 1200 was
selected because it comes with a Sigfox communications chip, which facilitates
communication without adding an extra communication module and is affordable.
A measuring sensor is incorporated to fulfil the functionality of reading the
capacity value. In addition, the battery consumption is quite low.

Finally, for the development of the visualization platform you can choose
between an own development or the use of a cloud service. The latter option
is chosen for its advantages in terms of cost, maintenance, commissioning time,
reliability, security, and scalability. Most of the companies that sell these services
have specialized services in IoT. Among the three main ones are Amazon Web
Services, Microsoft Azure and Google Cloud, but the use of the Microsft Azure
platform is chosen for the development of the prototype due to its wide range of
tools specialized in IoT [4].

3 Description of the developed system

After analyzing the different possibilities of implementation, it is determined
that a prototype of the system based on the Sigfox communications network
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will be developed. The objective is to send the free capacity data from a device
to a backend where it is processed, stored, analyzed and represented in a web
application.

To make a correct volume measurement it is necessary to analyze the type
of sensor that best fits this application. Among the three evaluated ones (i.e.,
weight sensor, infrared, and ultrasound) the ultrasound sensor is chosen due to
its good performance and robustness of the measurement. Its main advantage
is the conical shape of the wave with which it is possible to sweep the entire
volume of the container in a precise manner, as opposed to the infrared sensor
which has a linear wave. For the design and development of the prototype, we
have chosen to use the SRFO4 model [5]. This sensor has been connected to an
Arduino MKRFox 1200 board whose function is to interpret the sensor reading
and send it to the backend through the Sigfox communications network (the
board itself includes a chip to facilitate communications with the network [6]).

Two tests are carried out to check the correct operation of the device. In the
first one, the ultrasound sensor is calibrated by making different measurements
at known distances. It is checked that the theoretical formula 1 to obtain the
distance as a function of the time between sending and receiving the wave [7]
fits the obtained results, with a small measurement error that can be considered
negligible as it does not affect the application.

D(m) =
t(s)

2x343m/s
(1)

In the second test the device is subjected to real conditions inside a container.
The aim is to determine whether there is interference with the walls due to the
conical shape of the wave. It is observed that there is a small maximum error
margin of 6 cm when the distance is less than 70 cm. Despite this, the operation
is considered correct for the application as no high accuracy is required.

For the communications part, the network used is Sigfox, as it has already
been mentioned. This network is characterized by working in the ISM band at
868 MHz and being a UNB (Ultra Narrow Band) technology having low transfer
speeds, of the order of 10 to 1000 bits per second, but being able to cover large
areas (reaching 25 km in open field) [6].

Being in a free band one of the main problems that appear is the security and
reliability. To guarantee this, each message is repeated three times with different
serial numbers, thus ensuring its correct reception [8], and limiting the maximum
number of messages sent to 144 per day. [9]. Another of the main advantages
of the network is that it allows the location of the containers geographically by
means of triangulation, obtaining approximate coordinates in the Sigfox back-
end. As it has been proved during the development of the prototype, the location
is obtained with too much margin of error (around 1 kilometer) so the containers
cannot be located based on Sigfox’s triangulation.

The flow of information of the developed system is shown in Figure 2. The
Arduino MKRFox 1200 sends the data to the Sigfox backend. Then, the information
is forwarded to the Microsoft Azure cloud platform that allows processing and
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visualization options. This will be done by means of a customised callback
available in the Sigfox backend for connecting it to the Microsoft Azure IoT Hub.
This callback is created by a HTTP Request of type ’text post’ which sends a
JSON file with the predefined variables to the IPs defined by the connection
string of the previously created IoTHub device [10].

Fig. 2: Flow of information of the system

The variables sent in this callback are the capacity value received from the
device, the real coordinates obtained by triangulation of the signal on the Sigfox
platform, and the assumed coordinates where the container has to be found.

Finally, this information has to be processed, stored and analyzed. To do
this, the Microsoft Azure platform will be used, which has tools that allow the
data to be processed in a simple, secure, and scalable way at different levels.
In addition, it enables the creation of a web application in which the user is
able to see the real state of the free capacity of the containers as well as their
representation on a map.

Figure 3 shows the flow of information at the back-end, as well as the tools
used within Azure for the development of the web app. The information is
ingested in the Azure platform through the specialized tool Azure IoT Hub,
from where the message is forwarded to the tool Azure Time Series Insight,
which allows a temporary display and processing of information. In addition,
the tool Azure Blob Storage is also used to perform cold storage (timeless but
slow access) and hot storage (with a duration of 7 days but fast access) which is
fed by Azure Time Series Insights. Finally, using an API, Azure Maps makes a
request for the information stored and processed in Azure Time Series Insights
which will then use the visualization app developed.

The Azure IoT Hub tool acts as a message center between the application
and the devices, allowing the ingestion of large volumes of telemetry data from
the devices [11]. Its operation is based on the creation of virtual devices with
their IP address that will be connected to the real devices.

Two different devices are created for the prototype: a real device that corresponds
to the device previously created by means of the Arduino board; and a simulated
device that will be used to facilitate the testing tasks and that will be created
by means of a virtual machine inside Azure.

This virtual machine has a Python file that simulates the operation of the
container device, sending random capacity values and predefined geographic
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Fig. 3: Flow of information in the system

coordinates. Using the connection string of the device created in Azure IoT
Hub, it is possible to send the data every time the file is executed, achieving an
identical behaviour to the real device.

Once the information has been received in Azure, it has to be stored. To do
this the platform has the tool Azure Blob Storage that stores the information in
the form of so-called blobs (data structures that do not adhere to any particular
data model or definition like text or binary data [12]). Within this tool, two
types of storage will be used. On the one hand, a cold storage will be used,
which allows a timeless use of the information, although it has a slower access
to it. The routing of this information will be done by means of a text message
brokering, which consists of assigning a text endpoint to the container for storing
the information [13]. On the other hand, all the information is going to be stored
in a hot storage for a period of 7 days, since the tool Azure Time Series Insights
needs a quick access to the data that is only achieved with the hot storage.

To perform temporary processing and to be able to view the data, the use
of another Azure tool is required: Azure Time Series Insights. This module
is responsible for the collection, processing, analysis and consultation of data
obtained from the containers. It is designed mainly for the needs of the industrial
IoT, with tools such as multilayer storage, time series modelling, or low-cost
queries [14].

For the configuration of this tool, it has been taken into account that the
environment used is PAYG (Pay-as-you-go)[15], where the payment is based on
the data input, the time series are identified based on the device ID of each
device and a hot storage will be created to store the information so that it can
be processed efficiently.

The last tool used is Azure Maps that provides geospatial functionalities
by using maps with the objective of providing a geographic context for the
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application of the container [16]. The subscription is free and only has a cost
when the number of requests is very high.

The final objective of the system is to be able to know the volume status
of the containers in real time in order to optimize the collection routes. That is
why it is necessary to develop a front-end or web application through which the
user is able to visualize the information and manipulate it in a simple way. The
development of it has been based on the Microsoft project Azure IoT Workshop:
Real-Time Asset Tracking [17]. The web application is developed in an HTML
environment to which several functionalities have been applied using Javascript.
Many of these functionalities have been based on Azure Maps’ Microsft SDK
examples’ [18]. To obtain the data, both spatial and temporal, an API call to
the Azure Time Series Insights and Azure Maps is used.

The main functionalities of the application are the obtaining of the capacity
data, the location of the containers in a map, the visual representation of the
state by means of a colour code, the representation of temporal graphics that
show the evolution, and the creation of routes between the points that need to
be collected.

Fig. 4: Web application

In the web application shown in the Figure 3, three different areas can be
distinguished:

– a user interface in which the containers and their capacity are visualised and
some buttons that allow access to the different options of the application
(zone 1 - green);

– a zone where the temporal evolution of the different containers is shown
(zone 2 - blue);

– and a map in which the containers and their capacity are geographically
represented based on a colour code (zone 3 - yellow).

The basic functioning of the application is shown in the diagram represented
in Figure 5. When the application is executed, the capacity and location data are
obtained from Azure Time Series Insigts and with them the marks are created
on the map, the values are written in the user interface table, and the time series
are drawn. At this moment the program remains in a waiting position until a
button is pressed in the user interface that executes some functionality of the
application.
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If the button ’Create route’ is pressed, a route is created going through all
those containers whose free capacity value is lower than 20 %, starting and
ending in the Getafe base ship. This route is represented on a map and in the
table of the user interface the containers appear in order of collection. Pressing
the button ’container list’ will return to the initial table showing all containers
regardless of whether they have exceeded their capacity limit or not.

To check the correct operation of the application the option to ’Add 20
points’ has been added which creates 20 bins with a random capacity. Finally,
the ’Update’ button repeats the reading process and executes the application
with the last values obtained.

Fig. 5: Diagram of how the web application works

4 Validation of the developed system

The aim of this paper is to carry out an initial analysis of the viability of the
Caritas project to monitor the clothing containers that are distributed throughout
the Community of Madrid. The final objective is, therefore, to validate the future
implementation of a system that will allow the organization to improve the
efficiency in the collection of clothes from the containers through digitalization.
In this section, a functional validation of the prototype will be carried out by
analysing the possible areas of improvement for the different components of the
system.

For the design of the hardware device, the choice of the ultrasound sensor
is considered correct since it carries out measurements with sufficient precision
and the conical geometry of the wave makes it ideal for the container. It has
also been proven that the 3 m range of the sensor used [5] is sufficient for the
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2 m height of the container and in the tests carried out it has been shown that
there is no negative influence of the container. There is a margin of error when
the distance is less than 70% that can reach an absolute error of 6 cm. In order
to improve the device, an ultrasonic sensor with better precision can be used,
although this would increase the cost of the device.

As communication network we have chosen to use LPWAN networks that
offer a long range at the cost of decreasing the bandwidth. For the application of
the project, where it is intended to make one or two shipments per day of little
weight, this is not an impediment. We have opted for the use of the LPWAN
Sigfox network. The main problem found during the development has been the
loss of messages. In areas where there is good coverage the message was sent
and received, but in other trials where coverage has been reduced there has
been loss of messages. This is a very serious error to be taken into account
as it can cause serious problems for the organization by overlooking containers
that are full on the collection routes, making the system unusable. To solve this
problem there are several possible solutions. On the one hand, it is possible to
opt for the creation of a downlink communication when a message is expected
but not received, thus ensuring a re-sending of the data when it has not been
sent correctly, ensuring the correct communication. Another option consists in
the implementation of signal repeaters near the containers where the coverage
is low in order to ensure a good communication.

On the other hand, it has also been purchased that the device coordinates
obtained during the development of the prototype by the platform are very
inaccurate in cases of good coverage (obtaining an error of more than 1 Km)
and null in areas where coverage is low. This makes it impossible to use the
location of the network to determine the position of the containers. As a solution
to this problem, the prototype has been developed so that each container ID is
associated with a geographic coordinate. In this way the location obtained by
Sigfox is only used in case the container is stolen and the distance has been much
higher.

Anyway, the network meets the system requirements in terms of bandwidth
and coverage in all areas and has the advantage of allowing a two-way communication
(although more limited[9]) in case it is necessary to communicate with the device.
It also has a lower cost associated with the rest of the communication networks.
The Sigfox back-end itself receives all the messages and is able to redirect them
automatically to the Azure back-end. It has been verified that there is a certain
delay of 1 minute between the sending of the Sigfox back-end and the Azure
platform, which does not exist when the sending is done from the virtual machine
with the simulated device. Anyway, this delay is not an important issue and
during the tests carried out no message was lost.

For the storage and processing of the data, the use of a cloud platform has
been chosen over the development of an own back-end because of its advantages
in terms of reliability, maintenance, and scalability. The tools Azure IoT Hub,
Azure Time Series Insights, Azure Blob Storage and Azure Maps from Microsoft
Azure have been used and integrated to receive, process and store the capacity
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data sent both from the developed device and from the device simulated with
the virtual machine. The results obtained are very good as they are tools that
allow easy integration at a low cost and high scalability.

The core of the project is the web application since it is the tool that the
user is going to use to know the volume of the containers in real time and to be
able to plan routes accordingly. To check the correct functioning, a test mode
has been developed that creates 20 containers with a random capacity between
0 and 100 percent. In this mode the program is also capable of creating routes
by selecting only those containers whose free capacity is less than 20%.

Among the necessary future extensions required by the application is the
development of optimal routes. The routes obtained in this first version follow
an order of creation based on a list that is not optimal, since this would need
the algorithms that go beyond the scope of a first validation of the project.

Finally, it is checked that the prototype meets the project requirements of
being able to provide the organization with a system to monitor the free capacity
of the used clothing containers in order to create optimal routes and improve
the efficiency of the collection system. This system has a low economic cost since
the associated costs of the hardware, communication network and back-end have
been optimized. It has a user-friendly user interface so that the application is
accessible to staff in the organization with any type of qualification. In addition,
it is highly adaptable and scalable thanks to the use of cloud platforms that
allow modifications to be made easily without the need to alter the system.

5 Conclusions and future work

Cáritas Madrid currently has around 165 containers distributed throughout the
Community of Madrid in which second-hand clothes are collected for people at
risk of social exclusion. In order to achieve greater efficiency in the collection of
these containers, a system has been developed to monitor the free capacity for
the remaining clothes. In this paper an initial analysis of this system is carried
out.

Two phases have been followed in order to carry out this analysis: from an
analysis of the technological state of the system to the development of a small-
scale prototype and its functional validation for the application.

At first, an exhaustive study has been made of the technological state of this
type of technology. For this purpose, the different suppliers of this type of system
have been compared, determining what characteristics they have in common
(mainly battery power and the use of an ultrasonic sensor to measure the free
capacity). An analysis has also been made of what the different technologies are,
in the case of a system developed ad-hoc, which are suited to the project at the
level of hardware, communications system and backend. Finally, the use of the
ultrasound sensor and the Sigfox communications network is determined.

A prototype is developed that has the three functional parts of this system:
a device that performs the measurement, a communications network through
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which to send this information, and a platform on which to process, store and
display the information in real time.

The objective of the development of the prototype is the creation of a test
environment in which to test the functionality of this system with a view to
future massive deployment. It has been proven that the implementation of a
technological system that allows the collection of clothing containers in a more
efficient way can bring many advantages to a non-profit organization such as
Cáritas.

On the one hand, the image of the organization would be improved. Currently
one of the main problems they have is that the clothes are not collected in the
containers and end up accumulating in bags on the outside of them. This creates
a bad image of the organization and the theft of the best clothes. This system
would prevent accumulation and improve the image of the NGO.

On the other hand, it would also make more efficient use of the organisation’s
resources. Another problem they have is collecting containers that are still empty.
With the help of the system implemented, the routes could be optimized to
collect only those containers whose capacity is equivalent to 80%, achieving a
reduction in the number of them. This would imply an economic saving, since
it would mean a lower expense in fuel and personnel that carry out the routes,
and a redistribution of the human resources to tasks where they can contribute
a greater value to the organization managing to create a greater impact to the
society.

With this project we want to demonstrate that the impact of digitalization
and technological development can be applied to all sectors of society. A non-
profit organization can also benefit greatly by applying new technologies to its
humanitarian work.

Among the main future works it is the implementation and development of
the complete system. In addition, it will be important to develop an algorithm
with which to achieve route optimization.

In the long term, it is necessary to study the viability of the project with
the company and to begin the development with a pilot phase in which possible
problems can be solved. This is when a large scale implementation will be made
causing a great benefit for Cáritas.
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Abstract. Historically, the ocean has played a role in the Earths sus-
tainability, the socio-economic progress of the cities, and human well-
being. It is estimated that oceans generate USD$1.5 trillion annually to
the overall economy. From this revenue, 25% comes from fishing activi-
ties. However, 57% of the fish stocks are fully exploited, and another 30%
are overexploited, depleted, or in recovery. Small fisheries catch around
50%of the fish that is consumed in the world. Along with this problem,
there are other concerns related to fair-trade, equality, and decision mak-
ing. Technology can become an essential tool to improve monitoring and
enhance the decision-making process since it supports the generation of
regulations and public policies that contribute to environmental health,
economic prosperity, human well-being, equality, and justice. In this pa-
per, we present the concept of Smart Fisheries, how these can contribute
to sustainability and fair-trade, their role in Smart Cities and how so-
cieties could transition to this system. We also present the efforts made
by Remora Fishing Traceability to achieve these goals

Keywords: Ocean Sustainability · Smart Fishery · Smart Cities · Fish-
ing Traceability.

1 Introduction

One in every six people in the World depends on the Ocean for income, food,
and protection [1]. The ocean provides food, jobs, and regulates the climate.
From ancient times, the ocean has become an ally in the development of cities
and countries, and it still is. The Organisation for Economic Co-operation and
Development (OCDE) estimates that the oceans contribute USD$1.5 trillion
annually in value-added to the overall economy. [2]. This value represents 2.5
% of the world GVA 1 and almost 3 % of the GDP 2. But the non-economical
benefits are invaluable. Oceans are the backbone of life on this planet.

A quarter of the economic production of the oceans comes from fishing activi-
ties. According to The United Nations (UN) Food and Agriculture Organization
(FAO) [1], global fish production is estimated at 179 million tonnes in 2018,
1 Gross Value Added
2 Gross Domestic Product
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with a total first sale value estimated at USD 401 billion. From this production,
almost half (96.4 million tonnes) comes from capture. The marine capture rep-
resents 87.5% from the total. From the past three years, the marine fishing has
sustained growth of 5.4 %. 50% of what is extracted from the ocean comes from
small scale fisheries [3].

However, unsustainable human activities jeopardizes the marine biodiver-
sity’s natural ability to replenish. FAO estimates that 57% of fish stocks are
fully exploited and another 30% are overexploited, depleted, or recovering. [4].
Due to the over-exploitation of marine resources some advances in innovation
have been developed to collect data on where the boats are fishing and what
they are fishing. These are relevant tools to protect the marine fauna; never-
theless, these technologies are usually implemented in industrial fishing and no
cost-effective versions are available for the small-scale fisheries.

Small scale fisheries catch 50% of the fish that is consumed by the World [1].
According to experts there are approximately 3.2 million small artisan boats,
which measure less than 12 meters in length. A fundamental problem is that
they are getting very low margins for their catch, and in over-exploited oceans
this makes them spend more resources to catch the same amount or less. This
is a catastrophic cycle as they could be depleting the Oceans resources while
entering poorer socio-economic conditions and food insecurity. It is imperative to
find radical and more sustainable approaches to help small fisheries not to catch
more, but to get better margins for what they are already catching. Consumers
and technology are the key elements to help the small fisheries, using the market
forces to address sustainability and social development. The technology can be
used to prove fishers’ compliance towards sustainable practices.

In the present paper we present a concept of Small Fishery and how can play
a role in ocean sustainability and fair fish trade.

2 What is a Smart Fishery?

Fisheries play an important role in the development of coastal areas. In a very
simplistic approximation, fisheries can be visualized from two perspectives. The
first one corresponds to the coupled human-nature system.

A coupled human-nature system can define as integrated systems in which
people interact with natural components and that exhibit nonlinear dynamics
with thresholds, reciprocal feedback loops, time lags, resilience, heterogeneity,

and surprises [5].

The second one, the fishery becomes an economical productive unit that
allows commercializing the product with potential costumers. Also, it organizes
the communities around fishing activities. In this line, an interesting approach
about the Fishery System is provided by Charles [6]. Figure 1 shows the definition
of a fishery system proposed by the author.

In a second perspective, fisheries become an economic productive unit that
consist in the exploitation and commercialization of natural resources towards
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Fig. 1: Fishery System model [6]

potential customers. Mainly, it organizes the communities around fishing activ-
ities. In this line, an interesting approach about the Fishery System is provided
by Charles [6] which is summarized in Figure 1 . The system includes three
feedback loops, 1) the internal biological loop shows that we are dealing with
renewable resources, 2) the harvest feedback loop shows that the harvest is af-
fecting the fish stock and therefore it is affecting the future fishing possibilities,
and 3) the market feedback loop where the fishing fleet is used to harvest a
fishery resource. The catch brought to the market and sold is generating rev-
enue which might be dissipated out of the system or recycled in the form of
investments into the fishing fleet or fisheries. The system is simplified as it does
not consider the fish processing elements that are taking their inputs from the
market. Other key points in the system are the limited entry controls. There are
indirect methods of fishing mortality control including restrictive licensing (A),
catch limits control based on Total Allowable Catches (TACs)- represented by
B - and C - monetary controls. The fourth regulatory position D, new fishing
capacity entry controls, correspond to a new possibilities to integrate innovative
elements into the system.

A simplification of the supply chain that complements Figure 1 is presented
in Figure 2. The analysis of both schemes can contribute to the analysis and
their future interventions, and also allows to find opportunities, in terms of con-
servation and equity. A complete analysis of these benefits and their respective
interaction can be found in [7–10].

Figure 2 shows the main links of the supply chain, commonly referred to
as “from the sea to the table”. The economic revenue is distributed to each
segment; however, this distribution is not fair. Factors as informality, lack of
financial and production information, and the participation of many actors in
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Fig. 2: Simplified supply chain for artisanal fishing activity.

the commercialization affect the distribution. The most affected by this situation
are the fishers.

If the system cannot be measure, it will be not possible to control and en-
hance. This topic is the first of the aspects to consider a system SMART. The
concept smart refers to five points: Specific, Measurable, Agreed upon, Realistic
and Time-based [11]. In this case, the system is considered smart if its negative
feedback loop is constantly working to reduce the difference between the actual
and desired states (goals) of the system. An interesting approach of this principle
in fishing system management is found in [12]

When the term SMART is mentioned, there is the misconception to think
only about the adaptation of the technology in the process or system, which was
the concept in the first days of Information Technology [13,14]. Nevertheless, the
complexity of the systems requires more than technology to consider a system
as SMART. It requires a synergy of economic, environmental, political, social,
justice, and equity perspectives [15–17]. In this way, technology is only a tool to
achieve its aim.

Enhancing a system with technology allows to obtain information that was
not possible before. Technology trends such as Internet of Things (IoT), Big
Data and Artificial Intelligence (AI) are powerful tools to reach this purpose,
but they are not the only step to consider a system as SMART. If there is
more reliable and updated information about the real behavior of the system, it
will be possible to generate better public policies and take decisions, that drive
to an enhanced operation of the system. Achieving multiples aims in terms of
sustainability, economics, and social progress. From this perspective it is possible
to the term define Smart Fishery.

A Smart Fishery can define as a coupled human-nature system enhanced with
technology in charge of breeding, catching, or selling fish, using sustainable
practices that contributes to economic prosperity, environmental health, the

human well-being as well as the equity and justice.

Figure 3 shows the smart fishery framework proposed, using as the base the
framework for the smart city developed by [18]. The scheme illustrates the in-
teraction for every component of a Smart Fishery. The first layer connects the
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fishermen’s communities and policies through technology in a bidirectional way.
The technology can address fishermen to have sustainable practices and demon-
strate that they are complying with the policies. On the other hand, it will get
reliable and profitable data to the decision-makers, to get more accurate policies.
The goal is not displace fishermen, but rather to help them become more resilient
by promoting efficient practices that guarantee ocean sustainability. In this way,
the technology will also connect the fishermen with the final consumer, ensur-
ing fair-trade schemes and the progression of economic prosperity and human
well-being

Fig. 3: Smart fishery framework.

In the next sections, there will be a review for the main points in the concep-
tualization of a Smart Fishery, the applications, and benefits for the implemen-
tation of this concept as well the effort made by Remora Fishing Traceability

3 Why a Smart Fishery could be a key player in ocean
sustainability and fair fish trade?

The concept of Smart Fishery involves more than that, as it can be seen in
Figure 4. As was previously exposed, the components for a Smart Fishery are
holistic and the impact will enhance several areas. This integral approach needs
to fulfill the necessities on different fronts, from the sustainability of the ocean
to the socio-economic development in the fishers’ communities.

Punt and Smith [19] propose a paradigm about the extraction and sustain-
ability in the long term. One of the problems in this paradigm is the acquisition
of accurate data for these proposals. There is a lot of efforts to make biological
control in fishing activities. However, this biological control is not well equipped
with technology. This situation ends up in studies with small samples of the
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Fig. 4: Transverse axes that build a smart fishery.

data, that not reflects the real situation of the stock-fish. The lack of informa-
tion becomes bigger in the small fisheries [10]. This situation is reflected in the
generation of public policies, which are usually far and non updated from the
real situation. Recent studies present the difficulties in the measurement for the
fishery-ecosystems, due to practical challenges faced to study [20]. The use of
technology trends such as Iot and Big Data can help with the problem of the
data. And with this data, it will be possible to generate better studies which will
provide information that supports the creation of better public policies in favor
of sustainability and economic prosperity.

The second approach refers to economical revenue. As was presented in Fig-
ure 2, the simplified supply chains for a small fishery have several stakeholders.
Inefficient management generates an unfair economic distribution. The discon-
nection between the final consumer and the fishers is significant, as most do not
know where the product was caught and by whom. This reflects in the income
received by the fishers, traditionally a small percentage of the final price of the
product. But, the problem is not only about profit distribution. As is exposed
by [21], the economic losses in marine fisheries add up to US$50 billion per year.
The study dictates: "...Taken over the last three decades, these losses total over
US$2 trillion, a figure roughly equivalent to the GDP of Italy...". This because
of poor management, inefficiencies, and overfishing. Well-managed fisheries can
prevent more of these losses and transform into sustainable and economic bene-
fits for the fishers and their communities.

The third point refers to the final consumer. Environmental awareness and
responsible purchasing practices are becoming an important aspect to consider
for the acquisition of goods. It should be a consumer’s right to know the origin
of the product that is being purchased. In this case, traceability would help the
fulfillment of this right. Furthermore, technology facilitates a communication
channel between fishermen and consumers, which could generate social interac-
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tion translating into opportunities and development for the coastal communities.
The final consumer can choose a fish caught with sustainable practices or not. In
economic terms, it is letting the market forces choose sustainable development.
Market studies show an increasing interest in buying traceable fish, and even the
intention of the consumer for paying more if the origin of the fish is known [22].
This can be addressed to the fishers to enhance the income that they received
as an incentive about applying sustainable practices in their daily activities.

4 How to do a transition to a Smart Fishery?

As every technological transition, the transformation into a Smart Fishery can-
not occur immediately. The problem is not just installing sensors, sending data
through the internet, processing the large amount of data, and making efficient
algorithms. Technology is one of many aspects to consider. Figure 5 shows the
main elements involved in the transition for the Smart Fishery.

Fig. 5: Elements of a transition to Smart Fishery

There are four main sectors involved in the process. The first corresponds
to academy, industry, and NGOs. In this case, they are responsible to generate
knowledge, innovation, and technology for the operation of a Smart Fishery.
At the same time, there are responsible to generate awareness in the fishermen
communities, governments, and consumers. This is fundamental for the response
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and cooperation of the other three elements. It is more than clear that the only
way to make this possible is the establishment of collaborations between the
different actors.

The second element in the transition scheme is the Government. First, it has
to be concerned about the problem and show and interest for fishing sustainabil-
ity. This will give the political commitment to support the innovative initiatives
that the first group proposes. Also, the creation of public policies that aid in
the creation and operation of Smart Fisheries. The third group corresponds to
the consumers. In this case, they will have the environmental awareness and
the Smart Fisheries will allow them to make better choices towards sustainably-
caught fish. The final consumers are one most important actors as they provide
financial sustainability to the model, usually covering the implementation cost
of this system.

Finally, the last group corresponds to the fishers’ communities.They play an
important role in this transition and are the main beneficiary of the system.
To achieve this, the communities must show commitment and responsibility
to support this kind of initiative. They are the core of the project due to the
operational functions. They are responsible to keep the Smart Fishery alive. Only
the compromise of active collaboration if every group can guarantee success in
the transition to a Smart Fishery.

5 Smart Fisheries as part of smart cities

As was well exposed, the term smart is more than just adding technology to
any process. Technology by itself will not solve the problem in the small fisheries
[18]. However, the opportunity to collect reliable and accurate data will help
to reach the objective. Also, take appropriate decisions in many directions [16]
from consumers (that buy fish captured with sustainable practices) to policy-
makers (that design regulations and public policies). Smart Fisheries aim to
transform one of the most ancient jobs in history into the new technological
trends and getting multiple benefits in the process, including the conservation
and sustainability of the ocean. A Smart City can be full of sensors, smart grids,
autonomous cars, drones, algorithms, and other technology, but none of them
will replace necessities like potable water, home, community, and food. In this
way, it is also necessary to address efforts that guarantee the solvency of these
necessities and efficient resource management

In ancient times, the ocean was the key to big and prosperous cities. But the
modern development forgot to include coastal communities. Nowadays, most
fisheries are still using the same techniques and management system that were
used in ancient times, most have no management at all. This has generated the
problems that were mentioned in the paper. It is time to bring the fisheries into
the XXI century and with them, generate best practices in terms of sustainabil-
ity, economic prosperity, equality, and justice. In a Smart City it is not hard
to think about the possibility that when a consumer goes to the supermarket
to buy seafood, this person can access the internet and see the data on when,
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where, how, and who caught that fish, know what percentage of the price is
being distributed in the coastal communities, and if fishing practices assist in
the conservation of the oceans. Even, there is evidence that the final consumers
agree for paying more if they can get more information about the seafood, as is
well explained by [22–24]

In this way, Smart Fisheries can be an integral part of Smart Cities. It would
be an important aspect towards food security and job creation. More than that,
Smart Fisheries will provide tracked food, guaranteeing efficient management of
the fish stock and promoting the economic prosperity and human well-being for
the fishing communities. The development of the cities, as well as the supply
chains for their necessities, in this case, food, needs to contemplate how to make
responsible management of the resources in an overexploited world. And in this
case, the ocean.

6 Summary and future work

Smart Fisheries is a novel concept that can enhance the performance of arti-
sanal fisheries. Also, the concept pretends to connect the final consumer with
the fishing communities through technology, promoting the best practices re-
garding environmental health and fair-trade. The possibility to obtain accurate
and time-based data will help decision-makers to take better and well-founded
decisions and policies to drive into a real and sustainable blue economy. Making
a transition into Smart Fisheries is not an easy task. It is trying to renew a model
that has been broken for a long time. In this sense, there is a lot of political work
and awareness that have to be included this process of transformation. Technol-
ogy by itself will not solve the problem, it has to be implemented considering
the social, environmental, emotional, economic, and political variables involved
in the fisheries. It is imperative to developed cooperation between the main
stakeholders involved in this ecosystem, as this will be the key to have success
in the creation and operation of a Smart Fishery. In Remora Fishing Traceabil-
ity we have been working hard in the development of powerful technologies to
achieve sustainability in the small-scale fisheries, environmental awareness, fair-
trade, and the integral progress of the fishermen and their communities. In this
way, we will implement a pilot project on a Smart Fishery in three communities
in the North Pacific coast of Costa Rica during 2021. The results and details
about the implementation will be presented in future publications. With all this
effort, we desire to bring sustainability back to the ocean.
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Abstract. The urban population is aging and the elderly people desire
to age in place and to continue in the environments chosen by them.
Accordingly, the environment should be healthy-age orientated, improv-
ing health and fulfilling the United Nation Global Goals, including the
aging-related ones. Using the case study of Madrid, the biggest city in
Spain, this research analyzes the quality of the spaces to grow old in
terms of environmental health. To do so, we have selected a number
of variables, drawing on open data provided by the city council, using
an age-oriented perspective. We propose a comparative analysis of the
21 districts in Madrid in terms of air pollution, noise, urban fitment
adapted to moderate physical activity, and green spaces in the city, as
those are very important aspects for healthy aging. According to our
results, central areas of the downtown of Madrid offer a worse potential
quality of life in terms of the environment than peripheral areas.

Keywords: smart governance · elderly · aging in place · environmental analysis

1 Introduction

The increase of life expectancy, along with a series of economic and social im-
provements, has led to changes in both the meaning and the manner of expe-
riencing old age. Among the manifestations of these changes, one of the most
relevant is the desire to remain independent in the known environment until a
very advanced age [6,9,13]. The idea of aging in place comprises the continuity
of the elderly in society, and more specifically, in the social environment known
and chosen by them. However, for this to be possible, the environment has to
fulfill several characteristics, allowing their participation into society, not posing
barriers and, above all, in healthy conditions.

Ensuring an enabling and supportive environment to achieve the highest
possible level of health and well-being for the elderly was pointed out in the
Madrid International Plan of Action on Aging and in the Political Decla-
ration adopted at the Second World Assembly on Aging in April 2002 [25]. More
recently, specific attention to age in cities was taken as part of the Sustainable

Development Goal. The target 11.7 points that, by 2030, cities will provide
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universal access to safe, inclusive and accessible, green, and public spaces, for
vulnerable population groups, specifically including the elderly among them.
Besides, the target 11.6 notes the commitment to reduce the adverse per capita
environmental impact of cities by paying special attention to air quality by 2030,
that, as we exposed before [11,12] is especially harmful to the elderly. This inter-
national commitment is a great advance, as the environment plays an important
role in determining how we age and how we respond to disease, loss of function,
and other forms of loss and adversity that we may experience at different stages
of life, and particularly in later years [29].

But, could cities fulfill this road map? Are our cities a healthy space to grow
old? And, how can we evaluate this? The use of digital technologies allow the
design of smarter cities, addressing numerous challenges, such as environmen-
tal pressures, energy efficiency, and sustainability, or improving urban mobility,
among others. But, besides, smart cities can provide a series of tools to advance
knowledge of the well-being of the different age groups needs, and especially, the
urban lacks as their inhabitants grow older, i.e., Open Data, Smart Governance,
and the Internet of Things.

We selected Madrid as a case study to measure the capacity of Spain to
achieve the referred international commitments. While it is not the most aged
municipality in the country, it is the biggest city and so, it has the largest amount
population over 65 years old. Since Madrid city has a greater number and amount
of resources than other cities, it would be expected a high level of compliance
with age-friendly environments. As there are not recognized specific guidelines of
what an age-friendly environment should accomplish, or even explicit indicators
with an age perspective to measure the quality of aging in cities, this research
raises its own proposal. We use open data gathered by different sensors and
other variables provided by the Council of Madrid to evaluate how adequate an
environment is for aging, and thus, detect in which areas will be necessary to
implement measures leading to healthy aging.

Thus, the main contributions of this work are: i) evaluating the possibility
of using the provided open data to assess elderly people well-being in our cities,
ii) assessing different variables that allow observing which districts are healthy
for the elderly people; and iii) using such information to review the situation of
Madrid in terms of age-friendly environments.

The rest of the paper is organized as follows: In the next section, we describe
the importance of aging in place, paying especial attention to the effect of the
environment for healthy aging. Section 3 introduces the context of our use case
and the materials and methods used in this analysis. The evaluation of the air
quality and noise based on the shared open data is shown in Section 4. Finally,
Section 5 presents the conclusions and the main lines of future work.

2 Towards healthy and inclusive aging: spaces matters

Older adults’ well-being is strongly linked to the residential environment, where
the older population generally spend more time than the younger population [4].
Accordingly, cities should create healthy and age-friendly environments. A space
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is age-friendly when they are accessible, equitable, inclusive, safe and secure, and
supportive. Besides, we consider they should be healthy in terms of pollution and
offering active mobility and moderate exercise possibilities.

2.1 The importance of place and place attachment while aging

Place attachment is explained as a set of feelings about a geographic location
that emotionally binds a person to that place as a function of its role as a setting
for the experience [21]. Attachment to space has a strong connection with the
identity of place, which implies the incorporation of place into the broad concept
of self [17].

The place and the known environment are fundamental in the processes of
identity and self-definition of the self [17,26], becoming part of the social repre-
sentation [14]. It acquires a great influence in old age, being a key element in the
quality of life and well-being [15, 20] that contributes to situate identity in old
age [16, 19]. This explains why elderly people desire and choose to live in their
environment, where they feel they belong, as long as they can, and if it is pos-
sible, until their death. Thus, the environment has to provide minimum health
conditions. Otherwise, problems such as the absence of green spaces or pollution
will have an even more negative effect during old age, when the influence of the
environment on well-being is greater [8].

2.2 Environment influence on a healthy aging

Older adults are often at risk for increased vulnerability to noise pollution due to
slower mental processing and sensory changes that take place in the aging pro-
cess [2]. They are also more vulnerable than other age groups to the exposure to
air pollutants, which may even be fatal [22]. As we have pointed out in previous
works, the elderly are more susceptible to suffer from urban pollution (as NO2)
and lack of public space [11, 12]. Specifically, air pollution, which caused more
than 400,000 premature deaths in 2016, is considered the top health hazard in the
European Union (EU) [5] affecting all ages, but being some groups more vulner-
able, as the older population. It is considered carcinogenic and causes infertility
and diabetes Type 2 [18] and it is linked to obesity, systemic inflammation, ag-
ing, Alzheimer’s disease, and dementia [5]. It affects the brain in the same way
that Alzheimer’s does as it causes changes in the structure of the brain [30].

Noise pollution, which causes annually at least 16,600 cases of premature
death in Europe [28], is the major preventable cause of hearing loss [1]. It also
affects the cardiovascular system and causes hypertension [1,23]. Finally, sound
pollution can also cause a range of non-auditory problems, like annoyance, sleep
disturbance, and cognitive performance [23].

In relation to this, nature can contribute both directly and indirectly to con-
trol pollutants, as the green infrastructure has a natural capacity to directly act
as a barrier and remove air pollutants from the atmosphere through gaseous
absorption or dry deposition. Vegetation can impede noise propagation by ab-
sorbing or diffracting [3]. Accordingly, a bigger presence if green areas would be
positive for the elderly.
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2.3 The compromise with Sustainable Development Goals in terms
of urban aging

The Sustainable Development Goals (SDGs) were adopted by all United Nations
Member States in 2015 as a universal call to action to end poverty, protect the
planet, and ensure that all people enjoy peace and prosperity by 2030. Preparing
for an aging population is vital to the achievement of the integrated 2030 Agenda,
with aging cutting across the goals on poverty eradication, good health, gender
equality, economic growth and decent work, reduced inequalities, and sustainable
cities [7]. Regarding the people aging in cities, the SDGs establish that: “By 2030,
provide universal access to safe, inclusive and accessible public spaces and green
areas, in particular for women and children, older persons and persons with
disabilities”. More specifically, target 11.7 focuses on access to green spaces and
safe public spaces. Regarding the air quality, the target 11.6 establish that, by
2030, reduce the adverse per capita environmental impact of cities, including by
paying special attention to air quality, municipal and other waste management

These applications can make all the difference in the quality of life for elderly
patients who want to continue living at home independently and provide peace
of mind for their family members [27]

Finally, the consideration of the environment and urban space in terms of age
is fundamental to evaluate the capacity of potential integration and adaptation
of cities to the needs of their inhabitants.

3 Materials and methods

In this section, first, we introduce Madrid as our case study and, second, we
present the methodology applied to evaluate the quality of the urban space in
the city of Madrid to grow old in terms of environmental health. Since there are
no specific guidelines to operationalize what an age-friendly environment should
accomplish, we propose our definition of it. To do so, and after considering the
theoretical definition summarized in Section 2 and the information available, we
have selected different indicators applicable to the dimensions of environmental
well-being from an old-age perspective.

3.1 Madrid information

The city of Madrid has 21 districts which are further subdivided into 131 neigh-
borhoods. The districts are territorial divisions of the municipality, equipped
with decentralized management bodies in order to facilitate the governance of
such a big city. These administrative bodies have the purpose to promote and
develop citizen participation in the management of municipal affairs. These dis-
tricts are very different from an urban perspective (as a result of different con-
struction stages) but also in terms of wealth and quality of life. We are specif-
ically interested in analyzing if there is also a difference in the quality of the
environment to age in place.

Table 1 summarizes some demographic information and the surface area data
(in hectares) of the 21 districts of Madrid. Fig. 1 shows the territorial divisions
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of the city of Madrid into districts. Regarding the distribution of the densities
by districts, Madrid reflects a high dispersion (see Fig. 1 and Table 1) with a
central area more densely populated and a peripheral area with lower population
density. Specifically, the most densely populated districts are Chambeŕı, Tetuan,
Salamanca, Centro, and Arganzuela. These districts are older and more consol-
idated in urban terms. The group of districts that present a density well below
the Madrid average are Fuencarral-El Pardo, Moncloa-Aravaca (both including
protected green areas) and Villa de Vallecas, Vicálvaro, and Barajas (spaces with
growth expectations in terms of urbanization).

Table 1: Total population, population older than 65 years old, population older
than 80, and district surface in ha. per district

id. district name population older than 65 older than 80 surface (ha)

1 Centro 140473 22006 7249 522.82
2 Arganzuela 155660 30411 9863 646.22
3 Retiro 120406 31227 10332 546.62
4 Salamanca 147854 35151 12707 539.24
5 Chamart́ın 147551 34443 12081 917.55
6 Tetuán 161313 30723 11365 537.47
7 Chambeŕı 140866 33855 12025 467.92
8 Fuencarral-El Pardo 249973 52164 1536 23783.84
9 Moncloa-Aravaca 121683 26543 9108 4653.11
10 Latina 242139 58967 2158 2542.72
11 Carabanchel 260196 48920 18149 1404.83
12 Usera 142894 23853 9352 777.77
13 Puente de Vallecas 240867 42270 16109 1496.86
14 Moratalaz 95614 24822 9768 610.32
15 Ciudad Lineal 219867 49803 18871 1142.57
16 Hortaleza 193264 35788 10926 2741.98
17 Villaverde 154318 26063 9805 2018.76
18 Villa de Vallecas 114512 14406 4139 5146.72
19 Vicalvaro 74048 10639 3594 3526.67
20 San Blas-Canillejas 161222 28034 10942 2229.24
21 Barajas 50010 8955 2231 4192.28

Madrid 3334730 669043 235556 60445.51

Fig. 1: Map of Madrid with the districts ids.
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Regarding the aging of districts, they are also clearly different (see Fig 2.a).
In general terms, the core area and bordering zone is more aged (in some dis-
tricts, as Retiro, almost 26% of population is over 65 years old, being Moratalaz
the district with the highest percentage of people over 65 years old in the city).
In the face of this, the districts in the periphery, less populated and with newer
buildings, present a higher volume of young couples with children (Villa de Val-
lecas and Vicálvaro) and where, accordingly, the older population has a lower
demographic weight. The case of the demographic pyramid of Centro is a devi-
ation as is characterized by a young immigrant population. In each district, the
older population is feminized, as womens life expectancy is higher (87.16 years).

When analyzing “the aging of the aging” or the over aging (the proportion
of people older than 80 years over the total population older than 65 years)
in Fig. 2, we can see that Moratalaz, Usera, and San Blas-Canillejas are the
districts with a bigger percentage of “old-elderly”. In comparison, Barajas, Villa
de Vallecas, and Fuencarral-El Pardo have a smaller proportion of people over
80 years old. In terms of needs and health frailty, the demographic composition
can be important for our analysis, as the areas with the oldest population would
have a greater need of an age-friendly environment.

a) Ratio of population older than 65
years old.

b) Ratio of elderly older than 80 over the
population older than 65 years old.

Fig. 2: Madrid main demographic information by district.

3.2 Methodology applied

One of the aims of this research is to prove how useful are Smart City tools,
such as Smart Governance and open data, to assess how healthy are our cities
to grow old. In this case, we use the data provided by the Open Data Portal
(ODP) offered by the Madrid City Council (https://datos.madrid.es/). This
data source has shown be useful for different kinds of studies [10,24].

To evaluate and compare the quality of the districts to grow old, and consid-
ering the aspects highlighted in Section 2, we have selected four key dimensions:
the availability of green areas, the availability of urban fitment areas to optimize
physical activity in old age, the air quality (considering NO2) and the pollution
in terms of noise.
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Availability of the green areas The ODP provides the surface in hectares
(ha) of the green spaces in the districts. Green spaces, including community gar-
dens, allotments, and forests are an important factor in community identity and
can strengthen people’s attachment to their communities. Green infrastructure
and accessible green space are important factors for individuals and communi-
ties to establish a ‘sense of place’ and ‘ownership’ of their local landscape [3].
Thus, we evaluated the number of ha per 10000 inhabitants and the number of
ha per 10000 elderly people. This allows the analysis of whether there are a fair
distribution and access to green areas for all age groups in the city.

Urban fitment for old age This refers to different facilities and furniture to
practice moderate physical activity, as equipment to exercise fingers and wrists
or arms, pedal, for waist movement, stairs, and ramp, among other fitments more
complex. All those are adapted to different needs and to optimize mobility in
later life. The data used for our analysis provide the number and the location of
the urban fitment. Thus, we have evaluated the access to those urban elements
as the number of urban facilities per 10000 elderly people.

Air quality OPD provides the hourly mean concentration of several air pollu-
tants: sulfur dioxide (SO2), nitrogen dioxide (NO2), ozone (O3), carbon monox-
ide (CO), particulate matter (PM10 and PM2.5). However, there is no informa-
tion about all the pollutants in the 21 districts. The pollutant with information
that covers more districts is the NO2, there are sensors in 18 districts. The other
pollutants have much less data, e.g., PM2.5 is sensed just in six locations of
Madrid. Thus, as NO2 has been proven the major health concern in our cities
and it is the one that provides more spatial information, we evaluate NO2 con-
centration as a metric of air quality.

Noise pollution WHO puts traffic-related noise as the second most harmful
environmental factor in Europe, right after air pollution. Thus, we include it
in our analysis. The noise pollution data provided by the OPD includes the
daily mean of the equivalent sound pressure levels. These data are gathered by
sound-meters installed in 31 locations covering 19 districts (excluding Ciudad
Lineal and San Blas-Canillejas). Regarding the equivalent sound pressure levels
(measured in A-weighted decibels, dBA), we take into account: Leq, that averages
the noise measured during the whole day (24 hours); Ld, which is evaluated
during the day (from 7:00h to 19:00h); Le, which asses the noise during the
evening (from 19:00h to 23:00h); and Le, which measures the noise at night
(from 23:00h to 7:00h). We evaluated these noise levels because noise at different
periods of time may have different impacts on the well-being of the elderly.

4 Results and discussion
This section evaluates the quality of the environment of the different districts of
Madrid in terms of the availability of green areas, urban fitment for old age, air
quality and, noise levels, based on the data available. These aspects cannot be
ignored in the analysis of the individual well-being of the elderly.

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 74

ISBN 978-9930-541-79-1



8 I. Lebrusán and J. Toutouh

4.1 Availability of the green areas

Table 2 ranks the evaluated districts according to the number of ha of green
areas available per 10000 elderly (green area ratio). The third column takes into
account the whole population. The second column express which proportion
would be available for the elderly having in consideration the total potential
green space users in the district. Fig. 3 illustrates the spatial evaluation of this
metric. In this case, darker green indicates more ha per elderly (better districts
according to that metric).

As we can see in Fig. 3, the central almond offers less green space to the
elderly, while newer areas, less dense in terms of urbanization, offer a better
rate. It is important to remark that the three best districts in terms of this
metric are not the ones that provide the largest green area per inhabitant (see
Table 2). Villa de Vallecas is the district that provides the largest green area
per inhabitant, but the fifth if we take into account just the elderly. Finally, it is
noticeable the differences between the best and the worst district, since Barajas
provides about 20 times more green areas for the elderly than Chambeŕı.

Table 2: Ranking taking into account the availability of the green areas.

ranking district ha/10000 elderly ha/10000 inhabitants

1 Barajas 3.54 19.76
2 Moncloa-Aravaca 3.45 15.80
3 Moratalaz 3.25 12.53
4 Vicálvaro 3.24 22.55
5 Villa de Vallecas 3.14 24.92
6 Hortaleza 3.02 16.30
7 Fuencarral-El Pardo 2.97 14.23
8 Latina 2.77 11.39
9 Villaverde 2.36 13.97
10 Puente de Vallecas 2.04 11.65
11 Usera 1.95 11.71
12 San Blas-Canillejas 1.74 10.00
13 Carabanchel 1.67 8.87
14 Ciudad Lineal 1.36 6.02
15 Arganzuela 1.12 5.74
16 Chamart́ın 0.87 3.73
17 Retiro 0.79 3.07
18 Tetuán 0.75 3.92
19 Salamanca 0.57 2.41
20 Centro 0.38 2.42
21 Chambeŕı 0.19 0.77

Madrid has a rich and extensive green heritage, highlighting its parks and
gardens, both historical and advanced garden design. Central areas are not offer-
ing enough green areas to their (older) residents, while this lack of green spaces
seems not to be a problem in the peripheral areas.

4.2 Urban fitment for old age

Table 3 ranks the evaluated districts according to the number of ha of fitment
elements available per 10000 old people. Fig. 4 illustrates the spatial evaluation
of this metric. In this case, darker blue indicates more (better) fitment equipment
per old people.
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Fig. 3: Green areas availability map. Fig. 4: Urban fitment map.

Table 3: Ranked according to the number of fitment elements per 10000 elderly.

ranking district number of urban fitment facilities per 10000 elderly

1 Barajas 68.12
2 Usera 67.50
3 Villaverde 67.14
4 Vicálvaro 59.22
5 Moratalaz 34.65
6 San Blas-Canillejas 34.60
7 Villa de Vallecas 31.93
8 Carabanchel 31.68
9 Centro 30.90
10 Moncloa-Aravaca 30.14
11 Puente de Vallecas 29.81
12 Tetuán 26.04
13 Hortaleza 25.71
14 Arganzuela 21.05
15 Chamart́ın 18.58
16 Fuencarral-El Pardo 17.83
17 Chambeŕı 17.72
18 Retiro 17.61
19 Latina 15.09
20 Ciudad Lineal 13.45
21 Salamanca 12.52

As it happens with the previous index (availability of the green areas) the pe-
ripheral districts are in better-compared position. Barajas, Usera, and Villaverde
are in better positions, all over 67 facilities per 10000 older citizens. The differ-
ence between the best positioned and the worst positioned districts is noticeable
because the first ones have about three times more elements than the worst ones.
Salamanca, Ciudad Lineal, Latina, Retiro, Chambeŕı, Fuencarral-El Pardo, and
Chamart́ın are all below 20 per 10000 people over 65 years old.

Given the importance of enhancing physical activity in old age, most districts
should invest in this type of facility. There is a clear inequality in the number of
fitment elements per elderly an in some districts are really scarce.
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4.3 Air quality

Table 4 ranks the evaluated districts regarding the air quality (less NO2 con-
centration). Fig. 4 illustrates the spatial evaluation of this metric and the dots
locate the sensors. NA in Table 4 and white shape in Fig. 5 indicates that there
is not open data about pollution in that districts, i.e, Latina, and Vicálvaro .

Table 4: NO2 concentration levels in terms of µg/m3.

ranking district NO2 concentration

1 Moncloa-Aravaca 20.59
2 Retiro 24.85
3 Fuencarral-El Pardo 25.60
4 Hortaleza 31.00
5 Barajas 33.14
6 Arganzuela 33.65
7 San Blas-Canillejas 34.29
8 Ciudad Lineal 34.29
9 Puente de Vallecas 35.90
10 Moratalaz 35.99
11 Chambeŕı 36.16
12 Tetuán 36.82
13 Villa de Vallecas 36.83
14 Centro 37.95
15 Chamart́ın 38.04
16 Villaverde 39.23
17 Carabanchel 42.87
18 Salamanca 51.40
19 Usera 53.47
20 Latina NA
21 Vicalvaro NA

Fig. 5: NO2 concentration levels map. The dots illustrate the sensors locations.

The results in Table 4 show that there is an important difference among
districts. The best air quality is presented Moncloa-Aravaca, followed by Retiro,
i.e., the north-west area (see Fig 5. This could be seen as the (comparatively)
best districts to the elderly in terms of air quality. Those are coincident with the

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 77

ISBN 978-9930-541-79-1



Smart city tools to evaluate age-healthy environments 11

presence of the so-called lungs of Madrid as Parque del Retiro, Parque del Oeste
or the Dehesa de la villa, among others.

The south-east and the central area, as Usera, Salamanca, Carabanchel, or
Villaverde districts, register a much worse air quality, with more than twice NO2

concentration than Moncloa-Aravaca.
In general, Madrid presents a health problem regarding NO2 concentration

in the air [11]. Thus, measures should be taken to improve the air quality to
avoid health problems for the population of that city.

4.4 Outdoor noise levels

Table 5 summarizes the information about the outdoor noise pollution gathered
by the sensors installed in the city. Fig 6 a, b, and c illustrate the noise pollution
by showing the Ld, Le, and Ln levels, respectively. As there are no information
about the levels of noise in Ciudad Lineal and San Blas-Canillejas, they are
shown in the table as NA and in the maps, their shape is in white.

Table 5: Noise levels evaluated in terms of dBA. The districts are ranked accord-
ing to the noise level (Leq).

ranking district Leq Ld Le Ln

1 Moncloa-Aravaca 53.54 54.81 53.82 48.68
2 Arganzuela 54.36 54.88 56.44 49.06
3 Vicalvaro 56.25 57.75 55.94 50.80
4 Villaverde 56.80 57.24 58.96 51.23
5 Fuencarral-El Pardo 57.60 58.89 58.19 51.83
6 Puente de Vallecas 58.35 59.33 58.20 52.32
7 Barajas 59.06 60.28 59.52 54.76
8 Carabanchel 60.14 61.20 61.06 55.17
9 Tetuán 60.17 61.06 61.90 54.34
10 Moratalaz 60.39 61.81 60.36 53.63
11 Hortaleza 61.38 62.83 62.92 52.64
12 Centro 61.67 62.68 62.66 56.88
13 Latina 62.57 63.95 63.19 57.18
14 Chambeŕı 62.80 63.92 63.43 58.70
15 Villa de Vallecas 62.90 64.05 63.55 59.04
16 Usera 63.35 64.36 64.23 59.79
17 Salamanca 64.31 65.12 65.12 60.58
18 Chamart́ın 65.84 66.94 66.46 61.88
19 Retiro 68.77 69.53 69.40 66.23
20 Ciudad Lineal NA NA NA NA
21 San Blas-Canillejas NA NA NA NA

As we can see in Table 5 and Fig. 6, noise levels during the day, evening, and
night follow a pretty similar behavior in each district, with slight variations in
some districts. This means that even at night inhabitants suffer from high levels
of noise, which negatively affects their health. The noisiest areas are in the city
center, with some exceptions (and some noisy districts) in the south area.

It is important to note that most of the evaluated districts suffer from noise
levels higher than 55 dBA, which is the threshold of being considerate harmful
for humans [28]. Thus, as it happens with air pollution, measures should be
taken to improve such a hazardous situation [12].
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a) Day noise levels. a) Evening noise levels. c) Night noise levels.

Fig. 6: Maps showing noise levels. The dots illustrate the locations of the sensors.

4.5 General overview

Table 6 shows the districts ranked according to the four index evaluated. An-
alyzing the positioning of each district in each of the rankings, we can clearly
see that some are generally better positioned than others. While there is more
variability regarding the better positions (most of them located at the periph-
eral areas of the city), it is clear that some districts are worse prepared to age
in place, and according to our definition, they are not age-friendly areas. The
central zone and the surrounding areas are more prone to offer an insufficient
quality of life in terms of environmental health, with the worst punctuation’s
in green areas, facilities, air quality, and noise pollution. It is also difficult that
these districts can fulfill the measures promised before the UN in the SGDs.
Other districts, such as Barajas, offer good quality in green areas and facilities.
However, the location (in the airport area) contributes to a worsening of results
in terms of pollution and noise.

Table 6: Districts sorted according to their ranks in the four variables evaluated.

green areas fitment equipment air quality noise

Barajas Barajas Moncloa-Aravaca Moncloa-Aravaca
Moncloa-Aravaca Usera Retiro Arganzuela
Moratalaz Villaverde Fuencarral-El Pardo Vicálvaro
Vicálvaro Vicálvaro Hortaleza Villaverde
Villa de Vallecas Moratalaz Barajas Fuencarral-El Pardo
Hortaleza San Blas-Canillejas Arganzuela Puente de Vallecas
Fuencarral-El Pardo Villa de Vallecas San Blas-Canillejas Barajas
Latina Carabanchel Ciudad Lineal Carabanchel
Villaverde Centro Puente de Vallecas Tetuán
Puente de Vallecas Moncloa-Aravaca Moratalaz Moratalaz
Usera Puente de Vallecas Chambeŕı Hortaleza
San Blas-Canillejas Tetuán Tetuán Centro
Carabanchel Hortaleza Villa de Vallecas Latina
Ciudad Lineal Arganzuela Centro Chambeŕı
Arganzuela Chamart́ın Chamart́ın Villa de Vallecas
Chamart́ın Fuencarral-El Pardo Villaverde Usera
Retiro Chambeŕı Carabanchel Salamanca
Tetuán Retiro Salamanca Chamart́ın
Salamanca Latina Usera Retiro
Centro Ciudad Lineal Latina Ciudad Lineal
Chambeŕı Salamanca Vicálvaro San Blas-Canillejas
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Finally, it is important to remark that are districts that do not provide
pollution data (air quality or noise). This hardness the evaluation of the quality
of the health of the inhabitants of these districts. Thus, it would be important
to install sensors to gather data from these districts. Besides, having a large
number of sensors located in different areas would help to gather information
with better resolution in this regard.

5 Conclusions and future work

Given the aging of the urban population, the challenge for cities lies in achiev-
ing a healthy and safe environment for the elderly. It means creating inclusive
and accessible urban environments to benefit their aging population, enhancing
health and well-being during old age. Environmental factors are interrelated and
have a positive bearing on maintaining the capacities of the elderly.

In this work, we evaluate open data to assess the capacity of Madrid districts
to offer a quality environment to age in place, as well as its capacity to accomplish
with UN SDGs goals in terms of aging.

According to the evaluated data, we can see that central areas are less ade-
quate to aging, meaning that they offer fewer possibilities for healthy aging in
place. The elderly living there are exposed to more noise, more pollution, less
green space, and in general, less urban facilities adapted for the elderly. This
contrasts with the peripheral areas of Madrid that are (comparatively) more
age-friendly. However, it seems difficult for this city to comply with the commit-
ments referred to the UN if a large investment is not made from now to 2030.

Smart city tools proved their usefulness to analyze the environment quality.
Smart cities can allow the elderly to age in society, preventing health frailty, and
evaluating and foreseen needs and if there is a risk of not complying with an
international agreement, as the UN commitments. Smart cities can be the tool
to not leave vulnerable population behind.

Among the limitations of this paper, most important is data availability
related. There is a shortage of information to evaluate other aspects of an age-
friendly environment. The lack of use of open data standards in ODP and the
poor documentation found hardness the analysis capacity for this type of studies.
Obtaining and producing data with an age perspective is needed to reach an
egalitarian society. For example, the lack of consistency in terms of urban fitment
reduces the comparability of data.

The future research lines are: i) include socioeconomic aspects and housing
new multivariable analysis taking into account new data (e.g., socioeconomic
aspects, housing quality); ii) using machine learning approaches to evaluate more
complex correlation of this results with health outcomes; and iii) assessing other
cities in terms of comparison, considering new dimensions (such as, morbidity,
economic impact, use of spaces).
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Abstract. Crowdsourcing is a phenomenon where groups of persons sometimes 

from different backgrounds participate to accomplish a task by making use of 

technology. Internet of Things (IoT) is able to incorporate a large number of het-

erogeneous devices such as sensors, surveillance cameras, smartphones, home 

appliances, etc., all data generated by these devices is processed and analysed to 

incorporate applications that will make life easier for the end users. This article 

proposes that community members of a specific urban zone, prone to flooding, 

collaborate in sharing information about weather conditions using IoT tech-

niques. The gathered information is sent to a cloudlet to be analysed together with 

information from weather forecast and a network of sensors and surveillance 

cameras installed in specific areas inside and surrounding the studied zone. Hav-

ing members of the very community studied involved in the process will exploit 

the available IoT technologies and the use of crowdsourcing at a lower cost lead-

ing to the development of what is called Smart City. This paper revises the avail-

able technology and proposes a system that will help in collecting and evaluating 

information for prediction purposes as to whether the community involved is at 

risk of being flooded. It is being noted that this risk is getting higher every year 

due to overpopulation, bad urbanisation, and climate change. Results show that 

the use of this technology will improve weather forecast so the community could 

react in time in case of flooding threats.  

Keywords: Crowdsourcing, Internet of Things, Smart Cities, Flooding Risk, 

Resiliency. 

1 Introduction 

Flooding risks in densely populated urban zones is becoming a big threat for its inhab-

itants; these cities are at danger not only for the material loses but for health hazards 

and even loss of lives. The problem arises principally from the lack of urban planning; 

it is possible that the urban services were initially designed for a number of houses and 

little by little were overpopulated leading to a disaster when the pluvial rain couldn’t 

get its course through the normal planned way. Another situation that worsens this con-

dition is the waste thrown at the drainage that clots it. Anyway, this circumstance 
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requires a preventive plan to give its residents enough time to react in case that flooding 

might occur. Thus, this paper reviews some already proposed systems and how they 

have helped distinct communities, in some cases information regarding flooding prob-

lems has been obtained through interviewing members of the affected communities. 

These investigations helped to identify communities’ needs, concerns, and experiences 

about past flooding events, to finally propose a technology solution system to help at-

tend these requirements. IoT and Crowdsourcing are techniques that support multiple 

data sources and are equipped with the latest technologies offering broader range of 

capabilities for enhanced connectivity, storage, real-time analytics, and cost-effective 

applications [1]. The system we are proposing consists in developing applications like 

flooding prediction and early warning system (EWS) with the help of incoming data 

from residents and data from surveillance cameras and sensors especially installed in 

specific points at the studied zone. These data will be helpful to predict the flooding 

phenomena. This is achieved by acquiring data in real time and being able to process it 

and present it in an easy way in order to support the residents in decision making in a 

fast manner. 

Crowdsourcing is a concept where masses of the public get together to work in a 

specific task that otherwise would be done by employees or specialised persons. In our 

specific case the persons are members of the studied community that will help in re-

porting situations that they consider contribute to the flooding problem; reporting what 

they observe in their community and weather changes that will be of help to predict a 

possible flood event. This information is intended to be directed to the local authorities 

and, accordingly, they would have to attend the needs of the community. In this sense, 

utilising IoT leads to what is known as Smart City which constitutes a concentrated use 

of information and communications technologies (ICT) [2]. 

There are many projects that have integrated IoT with smart city environments such 

as the work of Zanella et al [3], where a complete review of the architectures, protocols 

and technologies for a web-centred service based IoT structure for a smart city project 

is presented.  In [4] a framework for the development of a smart city by implementing 

IoT is proposed. Here the authors emphasise the need for intelligent cities as it mentions 

that by 2050, 70% of the world’s population will live in cities and surrounding areas. 

In their work Mitton et al. [5] combine Cloud and sensors to develop a smart city and 

define the concept Cloud of Things (CoT) as more than just interconnecting things. It 

provides services by abstracting, virtualising, and managing things according to the 

specified needs of the end users. Hence, new and heterogeneous things can be aggre-

gated and abstracted enabling things as a service known as CoT. 

2 Crowdsourcing and IoT 

Crowdsourcing [6] is the process by which streams of data are collected by a large 

number of people. These data are sent to a server to be analysed using different types 

of models. This data analysis task turns out to be high time consuming, so big-data 

techniques need to be included resulting in a more robust modelling approach. Accord-

ing to [7] IoT is nowadays present in all ways of life where global connection and big 

data applications are enabling innovation all around the world. It is seen as a possible 
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solution for many problems such as air pollution, transportation, weather changes, 

health monitoring, etc. There is also the fact that many people are living now in big 

cities, which means that the demand on services will increase exhibiting the reality that 

urban infrastructure is not meeting the needs of its citizens due to bad planning and 

overcrowding. Such needs can be and should be met using IoT technologies. Flooding 

prone cities would benefit from crowdsource flood reports combined with IoT and tra-

ditional detection data from forecast environmental monitoring stations as well as in 

site installed sensors. All these data could be of help in deciding whether a given com-

munity is at risk. According to Fenner et al. [8] crowdsourcing by itself has around 80% 

accuracy but combined with other techniques like weather forecast and in site sensing 

could reach an accuracy of 96%. From here, it is seen the importance of combining IoT 

and crowdsourcing; together will lead to an efficient preventive and warning method. 

In addition, as stated in [9] [10], smart cities depend on ICT solutions to improve our 

quality of life. 

Today, daily used objects equipped with computing, storage and sensing abilities, 

enabled to communicate with other similar objects, can become part of an IoT system. 

In this case, citizens equipped with intelligent phones can generate data about environ-

mental changes that both sensors in their smartphones and they themselves are seeing 

in their communities in real time. They can upload photos and text or voice messages 

to a collector. All this information together with the local weather forecast system could 

be analysed for mitigation and prediction purposes. A local network of surveillance 

cameras and sensors planned for a project like this is justified because the forecast en-

vironmental monitoring stations present high spatial and temporal variability inside ur-

ban areas. When sensors and cameras identify changes in the ambience, they could be 

compared to the other sources to identify if flooding is prone to occur. Sensors may be 

able, via an application, to request users nearby for more information such as descrip-

tion of ambience, images, videos, etc. This information together with weather forecast 

could help in evaluating and assessing if whether flooding is about to occur so citizens 

could decide what actions to take. 

3 Technical Background 

The applications required for this project will have to handle an enormous variety of 

data for the IoT system. Therefore, the need is for a communication infrastructure ca-

pable of unifying the heterogeneous technologies available to develop a smart city. This 

article presents a general reference background for the design of an urban IoT. IoT is 

the convergence of both sensing environments and the Cloud. The Cloud provides ser-

vices by abstracting, virtualising, and managing things, its purpose is to implement ser-

vices to provide indexing and querying methods applied to things such as sensors, ac-

tuators, computing, storage, and energy sources [11]. The huge amount of data and 

services that the Cloud must manage gives way to another concept: Edge Computing. 

Edge Computing attends the requirements of shorter response time, processing, band-

width cost saving and data safety and privacy. Within Edge Computing there are basi-

cally three types: Fog computing, Mobile Edge Computing and Cloudlet computing.  

Fog computing is an intermediate layer between edge and cloud that provides dis-

tributed computing, storage and networking services between end devices and cloud 
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computing data centres [12]. Mobile Edge Computing (MEC) focuses on mobile clients 

within the radio access network (RAN), works with edge servers at the RAN base sta-

tions [13]. Cloudlet Computing [5] is an evolution of Mobile Cloud Computing (MCC) 

which are small resource rich data centres that can be positioned strategically in close 

proximity to end users, it mimics the cloud allowing for intense computing closer to the 

data source. The proposal is the development of a system that analyses data coming 

from multiple sources in real time that will assist in the inquiry on whether the urban 

zone in question is at risk of flooding.  

In crowdsourcing, participation from the very own inhabitants is crucial as the users 

share information from IoT mobile devices [14]. Under this scheme, it is inevitable to 

congest the actual computing service called the Cloud, getting a drop in the quality of 

service (QoS) that in this case is of critical importance when flooding might occur. The 

solution for this matter is the use of Edge Computing where resources are positioned at 

the Edge of the Network, so these resources can handle computational demanding tasks, 

reducing latency. This information is sent to a collector by a gateway where it is exam-

ined together with information from official weather forecast, surveillance cameras, 

and a network of sensors installed in specific areas surrounding the studied zone. As 

this information must be accurate and in real time, it cannot rely on cloud systems, there 

is the need for a private system (cloudlet). Efforts to concrete edge computing have 

been significant in recent years giving birth to Fog computing [15], where a virtualised 

platform for networking ad computing services are distributed within the cloud to things 

continuum. Satya et al. [16] first defined cloudlet computing: a network of small data 

centres in a box (cloudlets) to act as an intermediate layer between user and cloud, this 

is a local processing unit used for temporary storage and processing.  

The cloudlet evaluates the data coming from smartphones identifying spatiotemporal 

patterns; users can report weather changes such as temperature, humidity, and wind 

[17]. This information can be used by applications to infer to a certain degree of accu-

racy the severity of a possible rainfall. In this scenario, when there are enough data 

taken trough time it is possible to observe patterns that as well will be useful in flooding 

prediction. Once patterns are available, it is probable to model how weather changes 

lead to strong rainfall flooding and then direct alerts to citizens. In this case, social 

media plays a big role when there is the need of exploring people’s experiences such as 

how they describe their impressions about weather changes [18]. Considerations like 

different types of characterisation of land use such as buildings, green areas, areas that 

used to be unoccupied and now have been paved for private use, commercialisation, 

both fixed and itinerant, use of land with bad disposal of material residues, etc., have 

to be taken into account for design purposes.  

4 Architecture 

Architecture has been defined [19] as a set of functions, states, and objects together 

with their structure, composition and spatial-temporal distribution. The development of 

a smart city is usually based around a centralised architecture, where it must have the 

ability to work with a heterogeneous type of devices which generate different types of 

data. These data are sent via ICT to a control centre where will be stored, processed, 

and retrieved according to the needs of the end user. Hence, the integration of different 
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technologies is the main feature enabling this architecture to evolve if required, to allow 

for other devices to be connected to support new applications and services. In the de-

velopment of this project the actual technology of the urban zone in question needs to 

be addressed, to make possible the monitoring and control for the weather prediction. 

Therefore, new IoT technology needs to be installed. Setting up this technology repre-

sents a huge challenge due to the considerable number of heterogeneous devices. Cor-

respondingly, to be considered in this project is the IoT infrastructure maintenance to 

keep up with Smart Cities. Citizen participation sums up to IoT infrastructures by ap-

plications on their smartphones generating vast amounts of data. For these records, data 

models need to be created considering semantic descriptions of the urban atmosphere. 

This project proposes a platform to facilitate the services to the community members. 

In smart cities is important to adjust citizen’s data streams to a data model that would 

facilitate its usage. The logic used will depend on the background of each community, 

as the model must take into consideration social, economic and idiosyncrasy to create 

new rules to integrate the community organisation into a decision model. Also, these 

data would be accessible to local authorities, making them aware of the situation in real 

time. Using these information/data the authorities could implement or improve the ap-

propriate actions to control/prevent the flooding risk in the community. 

Lots of issues need to be attended during the system designing, such as: how citizens 

can have easy access to the generated data, coming from heterogeneous sources? Is the 

proposed infrastructure robust enough for the collection of data from community mem-

bers? How to use information coming from installed sensors and surveillance cameras? 

The proposed platform implements a directory that contains all data sources generated 

within the IoT infrastructures, from crowdsourcing data streams, data generated from 

the network of sensors and surveillance cameras. These data in time could also be of 

help when needed for statistical purposes as to detect whether climate change is wors-

ening the flooding problem. To construct a model for weather prediction as in our case, 

variables such as temperature, wind, air pressure etc., must be established from theory 

like physical equations and from the empirical experience. These models are based on 

everyday language concepts. The relationship between different concepts should be au-

tomatically detected by a machine learning algorithm. This paper proposes the follow-

ing architecture to show how an application would perform in analysing weather con-

ditions for flooding prediction. The order is as follows: crowdsourcing and sensors, 

data transmission, data collection, data processing, and application. 

Crowdsourcing and sensors. This layer consists of three types of data sources: 

smartphones, sensors and surveillance cameras.  The users also can send voice or text 

messages as well as photos. The members of the community can send information daily 

or whenever they detect the environment is changing like air, wind, humidity etc. Ad-

ditionally, they can co-operate giving information when they see situations like for ex-

ample when they see that litter is clotting the drainage, or any other situation they con-

sider might worsen flooding.  

Transmission of data. All data coming from members of the community, sensors 

and surveillance cameras should be sent to a server for processing and analysing. At 

this point, forwarding and routing protocols must be well defined in advance as the 

nature of the heterogeneous data calls for enhanced nodes able to perform fine. 
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Data collection. Data is collected from selected nodes that can preserve privacy for 

all data contributors. This layer depends on both computing and human interaction, so 

its function has more weight over the other three layers. 

Data processing. At this point what really is important is the fact that it is possible 

to singularise frequent data patterns that will be useful when it comes to compare how 

climate change is affecting or not the studied community. To solve this problem, a 

method is developed to transform the raw data that would allow clearly identifying 

patterns and measuring them.  

Application. The function of this layer is multiple, such as data management, user 

interface, etc. It generates services for the crowd, so they can see results in a manner 

easily understood for them. A user interface is generated to enable communication be-

tween machines and humans. There should be an application that combines human in-

teraction and electronic mechanisms. This layer has the task of integrating data streams 

with other events from lower layers to be stored in a common data storehouse.  

5 Technological requirements for the community 

People need to have access to an early warning system (EWS) in order to mitigate flood 

risk within communities including an evacuation or emergency plan. This EWS will 

help in taking measures of adaptation, preventive and reactive procedures by collabo-

rating with neighbours and local authorities to build resilience. For the preventive plan, 

the community participation in detecting possible situations that worsens floods is of 

importance as well as acting upon it for alleviation purposes. Nowadays, many people 

are familiarised with the use of technology (being social media or web pages) to report 

or receive information they consider important about the issues that affect their com-

munity. Therefore, it would be interesting and important to take advantage of this mat-

ter by implementing a web page with an easy access and understanding of the infor-

mation. This might be quite substantial to present it in a graphical way, so people that 

is not very technical can be informed in time when an event has a high probability to 

happen giving them as much time as possible to act appropriately. According to Alex-

ander et al. [20], resilience includes the capacity to resist, to absorb and recover, and to 

adapt. Based on the work of Mees et al. [21] where the authors present an analysis on 

flooding in 5 different European countries, each country present different levels of 

flooding risk, and for all of them most of the responsibility in finding solutions depend 

on the state. Thus, being aware of this, in their work they start to consider the partici-

pation of citizens together with the authorities for a better understanding of the problem 

and ways of solving it. To accomplish this goal, they present an analysis of coproducing 

flood risk management through citizen involvement. They gathered information mainly 

from citizens, although analyse government documents as well. By analysing both kind 

of information, enhancement of the whole data was attained.  

From the conclusions presented in [21], on every country studied there were stated 

that coproduction was an important issue about flood risk and for a suitable manage-

ment of the problem. They developed coproduced practices on Flood Mitigation and 

Flood Preparation. As for mitigation in England, they analysed flood highs on the flood-

plain, took measures for property level protection (PLP) across the country. As for 
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Belgium they developed a project on flood-resilient building and PLP only in excep-

tional cases. In France there were limited PLP and implemented local programs for 

some buildings. Netherlands increased water retention in neighbourhoods, also had plot 

projects on flood-proof houses. Finally, Poland rarely have flood protection at property 

level. For the same countries, in respect to coproduction in flood preparation, England 

generates community flood action groups with voluntary schemes, as well as national 

and local awareness raising campaigns. Belgium presents only in very few cities vol-

untary emergency teams. In France local authorities are obliged to give information 

about risk and how to behave on an event by volunteers and civil servants. As for the 

Netherlands they have campaigns of awareness through volunteers and professional fire 

services. Finally, Poland works through local citizen initiatives with voluntary fire bri-

gades along with professional fire services. 

It is increasingly argued that a diversification, coordination and alignment of Flood 

Risk Management Strategies (FRMSs), including flood risk prevention through pro-

active spatial planning, flood defence, flood risk mitigation, flood preparation and flood 

recovery, will make urban agglomerations more resilient to flood risks [23]. 

In their paper, Mees et al. [21] conclude that co-participation of citizens in resolving 

the problem of flooding is important for resilient purposes. Also, they state that it really 

does not matter what country is under study and the differences in which they tackle 

flooding, the problematic is much alike and the main stages to deal with it are quite 

similar such as: mitigation, preparedness before and during the event, and continued 

work after the event. Therefore, for the project proposed in this article it is possible to 

adapt these data to some areas of Mexico, particularly in Mexico City where there are 

many communities prone to flooding. Accordingly, we have proposed in the following 

table the different stages and possible technology aids to the cocreation of smart cities. 

Later on, it is expected to corroborate this study in a small community within Mexico 

City, where it is expected to research the perception and adaptation of the communities 

to climate change-related risks, and in particular to understand people’s perceptions and 

experiences on flooding events towards determining specific needs to mitigate such 

events. From the literature review and in order to adapt the technology to the commu-

nity needs, it is observed that some of these needs are solved only with information 

supply, others with the combination of sensors, processing and communication tech-

nologies. Regarding to the use of technology, for a better management of a flood event, 

four stages have been identified: Mitigation, Before, During, and After flood. Hence, 

we propose technology requirements to attend each identified need in each stage of 

flood management. An example of these is described in Table 1. 

An EWS needs data analysis, prediction models, and sensor fusion to forecast pos-

sible flood events based on data supplied by sensors and people. From the analysis in 

the literature of flooding events the technological aids requirements can be divided into 

three levels (see Figure 1): 

First level technology aids (Informative). This consists of storage and communi-

cations technology to concentrate and supply information, about local reaction plans in 

a flood event, for example, to the community inhabitants, namely, a platform like a web 

page and/or a mobile application. 
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Table 1. Matching of needs and technology requirements for flood events management. 

Stage Aspect Need Possible technology aids 

Mitiga-

tion 

Infrastructure 

maintenance 

and adapta-

tion. 

Insufficient drainage. Sensor Technology for monitor-

ing the amount of rain. 

Processing Technology to ana-

lyse the data in a rainy season to 

evaluate the current drainage 

system. 

Communications Technology to 

report the results. 

Before Information 

for risk man-

agement for 

inhabitants. 

Reduce damage to homes. Communications Technology to 

send information to inhabitants 

about what they must do before, 

during and after suffering a 

flood. 

During  Vehicular mobility problems 

to get to their houses. 

Sensor Technology for monitor-

ing avenues and/or streets.  

Processing Technology to ana-

lyse the sensors information.  

Communications Technology to 

present safe streets in a map. 

After Health risks. To know about the health 

problems that the community 

faces after a flood and the 

stagnation of water. (Moreo-

ver, if they are sewage). 

Communications Technology to 

issue prevention recommenda-

tions for health (cleaning, etc.). 

 

Second level technology aids (Monitoring). Monitoring and situational awareness 

information on flood events in real-time. This can include the installation of sensors 

and crowdsourcing data from community inhabitants by means of text messages, social 

networks or from mobile apps; dashboard integrated with maps for real-time visualisa-

tion of information and registry of historical data and trends. 

Third level technology aids (Analytics). Analytics of the captured data, prediction 

models, and sensor fusion algorithms to forecast future flood events, generate auto-

mated alerts, notifications, and data sharing. 
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Fig. 1. Levels of technology aids for flood management. 

The overall smart technology intervention will allow to go from a reactive to a pro-

active response to flooding events and ultimately to a predictive flood management. 

Furthermore, the overall aim of any technology aid is to increase community’s resili-

ence to flooding. IoT based smart cities depend on ICT, so the study of the main com-

munication protocols is a must. IoT uses many short and wide range communication 

protocols with the purpose of transporting data between devices and servers. ZigBee, 

Bluetooth, Wi-Fi, WiMAX and IEEE 802.11p are the most used short-range wireless 

technologies. Within wide range technologies are Global System for Mobile Commu-

nication (GSM), General Packet Radio Service (GPRS), Long Term Evolution (LTE), 

Third Generation Partnership Project (3GPP). There is also Low Power Wide Area Net-

work (LPWAN) technology which is a promising solution for long range and low 

power IoT and machine to machine (M2M) communication applications. The major 

proprietary and standards-based LPWAN technology solutions available in the market 

include Sigfox, LoRaWAN, Narrowband IoT (NB-IoT), and long-term evolution 

(LTE)-M, among others. For the development of this project the LoRaWAN, Wi-Fi and 

GPRS communications protocols are proposed to be explored for the monitoring of 

flooding prone areas. 

6 Related issues 

Another big problem is the fact that people need to have an incentive to participate, be 

economical or social. In this case a social benefit is the key. Community members need 

to know that they are part of the solution, highlighting this is the biggest incentive in 

overpopulated urban zones attracting and encouraging more involvement. An addi-

tional challenge is how to send data from members of the community to the server/cloud 

because these data can be text messages, voice or images. Accordingly, for example, in 

the case of text or voice messages, there is the need for analysis that depends a lot on 

language, culture or semantics. Also, characteristics of the server’s devices must be 

considered, such as bandwidth, wireless communications, frequency of data sending 

from users, etc., all these problems should be addressed with data management and data 

processing. Data redundancy is another important issue as most of the time there are 

Third Level

• Analytics

Second Level

• Monitoring

First Level

• Informative
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data coming from multiple sources such as sensors systems, or multiple members of the 

community which causes what is called data redundancy. In this case, it is of im-

portance to have a selection data system able to estimate the best approach. Especially 

when there is also the semantics problem involved, this represents a more intricate is-

sue. Therefore, detection technology must be developed to guaranty the quality of the 

data. The proposed IoT architecture is the simplified three layers IoT model presented 

in Figure 2.  

 

 

Fig. 2. Simplified three layers IoT architecture (adapted from (22)). 

At the bottom layer are the sensors (and, if needed, actuators) nodes, which are pro-

posed to be located at points in the studied zone where certain amount of rain flow 

comes into the zone, as for example, communities located at valleys which are sur-

rounded by hills where it has been detected that in a matter of seconds huge amount of 

water may come into de urban zone. Therefore, a set of sensors could be used to meas-

ure rainfall, e.g. rain gauge sensors and/or water level measurement sensor (radar or 

ultrasonic sensors) are proposed to be installed at specific locations at these points at 

street level. Another set of sensors could be installed at street lights in the surrounding 

area of study with the purpose of sensing the level of rain fall on such streets so the 

locals could know if it is safe to walk or drive through theses streets. Finally, and most 

importantly are the sensors that could be installed at street level in the actual community 

to detect the amount of rainfall that will lead to the decision on whether the community 

is at risk of flooding. Also, considering at this layer is the information gathered through 

smartphones and surveillance cameras. 

The communications and network layer will collect measurements from sensors 

nodes, send these data together with the information from smartphones and cameras to 

gateways which then will send all collected data to the cloud (or to a private server) via 

Internet where these can be analysed, or alternatively edge computing technology can 

be used to perform data analytics closer to where the data are collected. The cloud has 

three basic types of services to offer: as infrastructure for storage of data, as platform 

for computing and as software for delivering IoT services. 

At the application layer services can be provided such as data processing for analys-

ing the data fetched from the devices (sensors, social networks, cameras, etc.) and trans-

forming these into usable information, for example prediction of flooding, alarm 
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activation if thresholds are surpassed or statistical analysis and trending. Also, graphical 

user interfaces (GUI) can be provided for users, for example to use smartphones to 

provide users access to data or to other IoT applications. In addition, clouds can be used 

to analyse, sort out and store the data, and websites can be used as interfaces. 

For the processing and management of data, a pre-processing and event detection 

must be performed in advance to convert it into knowledge. For this task it is essential 

to implement algorithms such as genetic algorithm or neural networks. As for data in-

terpretation it is important to present to the end users’ information that is easily under-

stood. In this case visualisation is important for the residents so they can take decisions 

on whether flood is prone to occur. Visualisation for this project is expected to be 

through a web page where residents will have easy access by their phones or computers. 

It is proposed that data is going to be visualised using geo-spatial maps for a more 

friendly presentation for the end user being keyword based, semantic based and quality 

based. 

7 Proposed technologies 

At the first level a website is proposed and/or a mobile application to concentrate and 

make available diverse flood management relevant information. This information 

should be shown in a friendly form, especially for those citizens that have little 

knowledge of digital technologies. The proposed informative webpage could present 

sections as Memory Reinforcement to show past events, actions taken and which of 

them worked and/or failed; Risk Management to inhabitants; Days of waste collection 

information, Vulnerable areas map, Institutions information and a Health Risk conse-

quences guideline. In figure 4 a proposed web page for informative needs about flood-

ing events is shown. 

 

 

Fig. 4. Informative web page. 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 93

ISBN 978-9930-541-79-1



The second level considers monitoring and visualisation for situational awareness of 

flood events in real-time, which includes the installation of sensors and the use of com-

munications technology using the three layers IoT architecture and crowdsourcing tech-

nology. Therefore, the first proposal to attend this need level is to integrate a minimum 

sensors kit by a block (street) to be monitored, which is scalable and modular; hence, 

can be scaled up to a suburb, town or even a city. Also, at this level a dashboard will be 

integrated with maps for real-time visualisation of information and registry of historical 

data and trends. This technology proposal is described as follows: 

By Block: 

• HD (High Definition) outdoor camera (powered with solar panel). 

A camera designed to withstand rain, snow, and extreme temperatures, typically con-

nected to a Wi-Fi network, which allow to view live video of the activities occurring 

outside. HD is defined by specific resolutions at specific frame rates with a specific 

aspect ratio. HD refers to cameras with a standardised resolution of 720p or 1080p 

(horizontal). This sensor could help in monitoring the streets and strainers. 

• Water level sensor (radar or ultrasonic) for level monitoring in regulating streets. 

A water level sensor is a device that is designed to monitor, maintain, and measure 

liquid (and sometimes solid) levels. Once the liquid level is detected, the sensor con-

verts the perceived data into an electric signal. This sensor could help to monitor the 

water level on the streets.  

• Smartphones for data collection. This device could help to send images and/or 

videos, texts and even voice messages. 

By suburb: 

• Disdrometer and / or weather station with rain gauge (powered with solar panel). 

A disdrometer or rain spectrometer is a laser instrument that measures the drop size 

distribution falling hydrometeors. Based on the principle of optical laser active detec-

tion, the disdrometer can continuously observe the raindrops definition size, velocity, 

and quantity of raindrops. This device could help to monitoring the amount of precipi-

tation and help to predict the trends in rain fall. Figure 5 shows an OTT Persival2 laser 

disdrometer. 

 

 
Figura 5. OTT Persival2 laser disdrometer (https://www.ott.com/products/meteorological-

sensors-26/ott-parsivel2-laser-weather-sensor-2392/). 
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A weather station is a facility with instruments and equipment for measuring atmos-

pheric conditions to provide information for weather forecasts and to study the weather 

and climate. The measurements taken include temperature, atmospheric pressure, hu-

midity, wind speed, wind direction, and the amount of liquid precipitation (rainfall).  

Finally, the third level oversees the analytics. The data signals will be processed, 

therefore depend on the results, to send messages to inhabitants and/or institutions (us-

ing ICT). Besides, warning or announcements can be sent through a website and/or 

mobile applications. The processing could be done on the edge or in the cloud. Also, a 

deeper analysis could include neural networks to predict a hazard.  

8 Conclusion 

Building smart cities calls for the participation of its citizens defining strategies that 

involves them, getting their participation in discussions and proposals for the develop-

ment of technologies that help them with the actual issues that affect the whole com-

munity. Implementation of IoT technologies in urban zones will enable the develop-

ment of the concept of smart city, giving rise to a system able to help in dealing with 

the problematic that overpopulated urban zones generate by applying multidisciplinary 

strategies. By involving the residents in the problem-solving leads to the co-creation of 

a more resilient community implementing state of the art technological tools to com-

municate, monitor and mitigate flooding risk in vulnerable population. We have pre-

sented a system able to analyse heterogeneous data coming from crowdsourcing, sur-

veillance cameras and a local network of sensors for an overpopulated urban zone. 

Many urban zones in Mexico suffer from severe flooding every year; this flooding may 

be the result of bad urban planning and climate change. The resulting information 

gather from these three sources is going to be used for statistical analysis to determine 

the probabilities of flooding in the studied zone. In this work a text analysis is proposed 

to be used to obtain information on ambience changes. Reported events will be com-

puted by sampling different text messages which have been organised on type of event 

by determining a set of keywords indicating the weather state. The system we propose 

can be adapted for several applications to enhance community life (such as air pollution 

monitoring, health care, transport systems, etc.) as well as been adapted for other sim-

ilar communities. Additionally, the development of this project highlights several chal-

lenges areas and research opportunities within communities. Investigation should be 

addressed on models and design patterns for crowdsensing systems using multidiscipli-

nary sources of knowledge which should include social science, computing, sensor sys-

tems, community members etc. 

9 Future work 

This project will enable the implementation in the short time of a crowdsourcing and 

IoT system to collect, communicate, store, process and visualise data and information 

that is going to mitigate flooding risk, towards creating resilient communities facing 

these events. At the time of writing this paper, we already have identified some com-

munities that present flooding problems in Mexico City and for mitigation purposes the 
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project is in the stage of technology identification, purchase, and integration of the 

overall system. This will enable future research and experimentation with smart city 

solutions as cities will, in time, depend more on technology to provide facilities to sup-

port solution to other worrying issues such as transportation, energy usage, waste man-

agement, health care, mobility, etc., in ever increasing overpopulated urban zones. 
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Abstract. Considering that climate change is one of the leading global concerns 

and the transport sector is one of the main global sources of CO2 emission, this 

sector must be carefully considered when planning a low carbon economy. 

Therefore, this paper investigates how the scientific literature published in the 

Web of Science (WoS) database addresses the carbon policies in the transport 

sector, identifying the main collaboration network and the main interest topics. 

Besides, we have gathered some actions that could be implemented to reduce 

carbon emission and, consequently, help achieve the targets of carbon agree-

ments. It was found that the interest on this subject is recent and the carbon tax 

is the policy addressed the most. The articles also point out actions aiming to 

reduce CO2 emissions, such as improvements in urban mobility, use of biofuels, 

technological improvement of vehicles, incentives to electromobility, among oth-

ers. 

 

Keywords: Transport, Carbon Emission, Public Policy. 

1 Introduction  

Human activities such as industrialization, deforestation and soil cultivation methods 

emit pollutants and greenhouse gases (GHGs) into the atmosphere, causing climate 

change [1]. As a result of climate change, we have seen catastrophic effects, such as 

melting glaciers and rising sea levels. To reduce the effects of global warming, mitiga-

tion measures have been established for the most diverse sectors, from energy genera-

tion to transportation.  

In this context, Conferences and International Agreements arise to discuss policies 

and actions to mitigate or stabilize GHGs’ concentration in the atmosphere to prevent 

anthropic interference in climate change. For example, the Meeting of Conference of 

the Parties of the United Nations Framework Convention on Climate Change 

(UNFCCC) annually discusses climate change. Besides, the 2030 Agenda for Sustain-

able Development, proposed by the United Nations, has Sustainable Development 

Goals (SDGs) directly related to Climate Change (SDG 13) [21]. Besides, other SDGs 

are transversally related to it, as SDG 7 that verse on clean and accessible energy, SDG 

14 about life below water, SDG 15 about life on land and SGG 9 that concerns Industry, 
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Innovation and Infrastructure, including here transport. Besides, the governments 

worldwide have developed carbon regulation policies, such as carbon cap, carbon trade 

and carbon tax [23], that will be addressed in this article. 

The transport sector is one of the main elements of countries' infrastructure, funda-

mental to its economic development since transport activities allow the flow of people 

and goods. However, it causes environmental problems, as carbon dioxide (CO2) emis-

sion. CO2 is the main GHG, which emissions are associated with the growing use of 

motorized vehicles, especially those that use fossil fuels (such as gasoline and diesel). 

According to Energy Research Office (in Portuguese, Empresa de Pesquisa Ener-

gética), this sector was responsible for 45.4% of the total anthropogenic emissions of 

carbon dioxide equivalent (CO2-eq) associated with the Brazilian energy matrix in 2019 

[22]. 

Besides, among the transport modes, the road alternative corresponds to 72% of 

global emissions [20]. Thus, the transport sector must be carefully considered when 

planning a low carbon logistics sector. Based on this context, this paper is based on the 

following research question: how the carbon regulation policies are being implemented 

in the transport sector? This paper investigates how the scientific literature published 

in the Web of Science (WoS) database addresses the carbon policies in the transport 

sector, identifying the leading collaboration network and the main interest topics. Be-

sides, we have gathered some actions that could be implemented to reduce carbon emis-

sion and help achieve carbon policy targets. 

From this introduction, the article was divided into four sections: the theoretical 

framework about carbon regulation policies (Section 2); the methodological procedures 

(Section 3); the presentation of the main findings (Section 4) and the final considera-

tions (Section 5). Finally, we have acknowledgments and references. 

2 Carbon Regulation Policies 

Although emissions from burning fossil fuels started before the industrial era, it became 

the dominant source of emissions, increasing CO2 concentration in the atmosphere [1]. 

Aware of the adverse effects in climate change, different forums and agreements were 

developed to find alternatives to impact less the environment (as the United Nations 

Climate Change Conferences), and in a broader perspective, to promote sustainable 

development (as 2030 Agenda).  

From 2000 to 2015, the United Nations Millennium Declaration was one of the main 

Sustainable Agreements that established 8 Millennium Development Goals (MDG) to 

reduce poverty. Among them, MDGs 7 was dedicated to deal with environmental issues 

[24]. Since 2016, the 2030 Agenda is the main Agreement committed to sustainable 

development, establishing 17 SGD and 169 targets. There are SGDs that concern with 

transport infrastructure (SGD 9) and environmental preservation (SGDs 13, 7, 14 and 

15). [2] emphasize that agreements and protocols were created to enable a better world 

for future generations [2].  Figure 1 presents the main international agreements and 

climate conferences. 

Vienna Convention set the basis for the Montreal Protocol's proposition, which pro-

poses mechanisms to protect the ozone layer by progressively reducing the production 
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and consumption of Substances that Deplete the Ozone Layer (SDOs) [25]. United Na-

tions Framework Convention on Climate Change proposed global agenda to minimize 

global environmental problems. 

 
Figure 1 - Main International Agreements and Climate Conferences 

Kyoto Protocol, by its turn, established targets for reduction/limitation of emissions. 

Besides, it implemented innovates mechanisms aiming at assisting the countries in re-

ducing the emission and achieve their goals: Emissions Trading, Joint Implementation 

and Clean Development Mechanism - CDM. This Agreement is in its 2nd phase (2013 

– 2020), aiming at reducing the emissions to, at least, 18% below the 1990s' levels (in 

Europe, the target is 20%) [26].  

Developing countries, like Brazil (also called Non – Annex I Parts), can only partic-

ipate in CDM mechanism. A developing country can obtain Certified Emission Reduc-

tions (CERs) from an MDL Project, which can be sold to a developed country (also 

known as Annex I Countries). Therefore, the Kyoto Protocol provides for the possibil-

ity of trading carbon offsets among the countries: by exchanging credits (or CERs), it 

would avoid an intense increase in global emissions [2].  

As a result, interests in CDM projects in developing countries (which do not have 

mandatory targets) arise [3]. The costs or limits imposed by the increase in the concen-

tration of GHGs in the atmosphere resulting from human activities are now reflected 

by the market, influencing investments in low carbon technologies. Table 1 presents 

the ten most recent CDM projects proposed and approved by UNFCCC related to the 

transport sector [28]. 

As a result of the Kyoto Protocol, Brazil developed CDM projects, benefiting from 

the carbon credits obtained and sold to other countries. There are incentives for invest-

ing in low-carbon technologies and financing for projects in the transport sector, such 

as the Taubaté Urban and Socio-Environmental Mobility Improvement Program, with 

the receipt of a loan of R$ 60 million, made by the Development Bank of Latin America 

[29].  

Regarding the United Nations Conference on Sustainable Development (also known 

as Rio+20), it discussed the renew of the political commitment to sustainable develop-

ment. It sets the basis for the proposition of the 2030 Agenda (already mentioned in this 

paper). Concerning to the Paris Agreement, it strengthened the global response to cli-

mate change by establishing a commitment to limit the increase of the global average 

temperature (equal or below to 2ºC). It is considered the first-ever universal, legally 

binding global climate change agreement: the Katowice package adopted at the UN cli-

mate conference (COP24) in 2018 established the standard rules, procedures and guide-

lines that operationalize it [27]. 

According to the Nationally Determined Contribution (NDC), the European Union 

agreed to reduce, until 2030, the GHG emissions by, at least, 40% compared to 1990 

 

1969 1987 1992 1997 2012 2015 
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[27]. By its turn, Brazil has committed to reducing GHG emissions by 37% and 43% 

below the level of 2005, by 2025 and 2030, respectively [4]. Regarding the transport 

sector emissions, the country committed to promote efficiency measures, improve-

ments in transport infrastructure, and public transport in urban areas [4]. 

 
Table 1 – Ten most recent CDM projects proposed and approved by UNFCCC related to 

transport sector (Source: The authors based on [28]) 

 

To achieve the emissions target, besides the technological improvements, the gov-

ernments have developed carbon mitigation policies, such as: carbon tax, carbon cap 

and carbon cap-and-trade (as Figure 2). The carbon tax establishes a tax to be charged 

on CO2 emissions (usually per ton of CO2 emitted) [5], but there is not a maximum 

amount of emission pre-determined (as a cap). The carbon cap is the opposite: there is 

a limit of allowed emissions (cap) that cannot be exceeded for any reason. In this policy, 

Project Objective Country 

Landfill Closure and Gas cap-

ture CDM project by GAIL at 

Ghazipur, India (2014) 

To collect the landfill gas generated at 

Ghazipur landfill site in Delhi, India and 

upgrading it into enriched BTU Natural 

Gas to use it as a renewable source of en-

ergy as Compressed Natural Gas  

India1 

Guiyang MRTS Line I Project 

(2013) 

To establish and operate an efficient, safe, 

rapid, convenient, comfortable and effec-

tive modern mass transit system  

China1 

Demonstration project for an-

nual production 4,000,000 m3 

biogas from organic waste in 

Anyang City (2013) 

To recover biogas to produce Bio-CNG to 

displace fossil fuel Compressed Natural 

Gas (CNG), reducing CO2 emissions and 

avoiding the air pollution 

China1, Uni-

ted Kingdom2, 

Northern Ire-

land² 

LRT System in Tunisia (2012) 

To establish and operate an efficient, safe, 

rapid, convenient, comfortable and effec-

tive modern mass transit system 

Tunisia1 

Mode-shift of passengers from 

private vehicles to MRTS for 

Gurgaon metro (2012) 

The establishment and operation of an ef-

ficient, safe, rapid, convenient, comforta-

ble and effective modern mass transit sys-

tem with high ridership capacity 

India1, Swit-

zerland2 

Lohia Auto Industries Electric 

Vehicles, India (2012) 

To replace fossil fuel powered scooters 

and mopeds for electric 2-wheelers in In-

dia 

India1, Swit-

zerland2 

Electrotherm Electric Vehi-

cles, India (2012) 

To replace fossil fuel powered 2-wheelers 

for electric ones in India 

India1, Swit-

zerland2 

Nittsu Fuel Efficiency Im-

provement with Digital Tach-

ograph Systems on Road 

Freight Transportation CDM 

Project in Malaysia (2012) 

It seeks for various ways for disseminating 

Japan’s knowledge, experience and tech-

nologies in the area of logistics services 

provision 

Malaysia1 

Hero Electric Vehicles, India 

(2012) 

To replace fossil fuel powered scooters by 

electric scooters in India 
India1 

EKO electric vehicles, India 

(2012) 

To replace fossil fuel powered scooters by 

electric scooters in India 
India1 

Note: (1) Hosts; (2) Other Parties 
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the tons of CO2 emitted are not charged and there is no way of surpasses the imposed 

cap. 

 
Figure 2 - Carbon pricing instruments implemented or scheduled for implementation, with 

sector coverage and covered GHG emissions. (Source: [23]) 

The carbon trading system (carbon cap-and-trade or carbon trade) is a combination 

of carbon cap and carbon tax policies: there is a maximum limited of CO2 to be emitted, 

but a company or sector that need to surpasses this cap might buy carbon credits from 

another company or sector that emitted less than its cap in the same period. Thus, ac-

cording to the established limit, the issuance volume will be fixed; what will happen is 

a rearrangement of credits between companies and sectors [5]. 

A carbon credit certificate is issued accordingly to the agreed limit for the allowed 

emissions (cap). These certificates can be traded in a market (called Emissions Trading 

System - ETS). A company that needs to emit over the cap must decide if it will develop 
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projects and/or cleaner production processes to reduce its emissions or buy credit cer-

tificates from other companies.  

All the mitigation policies aim to reduce CO2 emissions by encouraging companies 

to develop new low-carbon technologies. Besides, cap-and-trade might generate gov-

ernment revenue when assuming that emissions certificates are auctioned [5]. Another 

emission trade system is baseline-and-credit. The main difference from carbon cap-and-

trade for the baseline-and-credit system is that there is no fixed limit on emissions in 

the latter. However, companies that reduce their emissions more than they are obliged 

to due to regulations can earn "credits" that might be sold to companies that need credits 

to comply with regulations they are subject to [29]. It is important to highlight that in 

baseline-and-credit' systems, it can be challenging to verify the policy's effectiveness 

in reducing carbon emission [29] since there is a maximum limit to the emission. At 

what extent emission reductions are 'additional' – i.e., to what extent they represent 

something different from what would have happened in any case. Therefore, these pol-

icy instruments will not be investigated in this paper. 

Figure 2 also shows the carbon pricing instruments implemented or scheduled for 

implementation, segregated by sector (World Bank, 2016). It is observed that a few 

countries have adopted carbon policies, mostly in Europe. Among those that have im-

plemented or scheduled pricing instruments, there is a balance between emission trad-

ing systems (in green), carbon tax (in blue) and both (hatched). However, the carbon 

pricing instruments are focused on specific sectors, mostly industry and energy. Initia-

tives in transport were found in the United States, Canada (British Columbia and Mon-

treal), Kazakhstan, China, New Zealand. In addition, China, Korea and the European 

Union have policies related to aviation. 

It should be noted that, if properly planned and implemented, emission mitigation 

policies could encourage the use of alternative energy sources, the adoption of cleaner 

technologies in industries, improvement of transport infrastructure, reduction of defor-

estation, among others. Those actions would help in achieving a low carbon global 

economy [5].  

3 Methodological Procedures 

To perform the review proposed in this paper, we selected the WoS database due to 

its good coverage, being used in papers with similar methodology [31]. The parameters 

of the search are detailed in Table 2.  
 

Table 2 - WoS search description (Source: The authors, 2020) 

Criterion Description 

Topic 
“Transport*” AND (“carbon trade*” OR “carbon cap” OR “carbon tax*” 

OR “carbon regulation”) 

Database Web of Science (all areas) 

Time  All years until 2019 (excluding 2020, as the current year) 

Search date March 2nd, 2020 at 6:26 p.m. 

 

After the search, we classified the articles, considering only those published in Jour-

nals and directly related to transportation. Papers about enhanced oil recovery and that 
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considered transport as one of many sectors to predict some economic or energetic ma-

trix (macroeconomic forecasts) were removed from the database. The next step con-

sisted of classifying and organizing the database and creating the collaboration net-

works with Vantage Point software's support. The search allowed us to find 426 docu-

ments published in WoS until 2019, 358 of them published in Journals. After the clas-

sification, it was found that only 279 articles published in Journals indexed in WoS deal 

with carbon policies in the transport sector. The main findings are discussed in Section 

4. 

4 Findings 

Figure 3 shows the temporal evolution of publications that deal with some carbon mit-

igation policies in transport. The first paper was published in 1992, the same year that 

occurred the UFNCCC, held in Rio de Janeiro. Only in 1995, UFNCCC started to pro-

mote the annual meeting of the Conference of the Parties (COP) to discuss climate 

change. It is reflected in the low volume of publications that remain under five papers 

per year until 2006.  

From 2007, there is a growth in the number of papers published year by year, until 

2015. In 2015, we can see the first peak of publications (38 records) since 1992. This 

can be explained by the Paris Agreement, at COP21, where 195 countries that are part 

of the UNFCCC agree to develop actions and policies to reduce GHG emissions in the 

context of sustainable development. In 2016, however, the number of papers decreased 

to a lower level than in 2014 and 2015, for which we have not found any apparent 

reason. 

 

 
Figure 3 - Evolution of publications by year (Source: The authors, 2020) 

After that, the volume of publications grew again, achieving the largest number of 

publications in 2019 (50 papers). From Figure 1, we can state that the interest in the 

subject is recent and tends to grow over the years.  

Regarding the main authors who published about the subject, no one stands out, 

which can be explained by the recent interest in the area. The authors with higher 
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volume of articles are: Chaabane, A., Hassan, A., Leaver, JD., Liao, ZG., four papers 

each. Figure 4 presents the authors' collaboration network, highlighting in green those 

with the highest number of papers. 

 
Figure 4 - Collaboration network between the authors (Source: Own elaboration with Van-

tagePoint, 2020) 

Figure 4 shows that the main authors are not part of the same collaboration network. 

Besides, there is a well-consolidated network fully connected, composed of 9 authors 

(each of them with only two publications). Besides, there are smaller networks, some 

fully connected, formed with 3, 4, or 5 authors. 

Concerning the countries, China and the USA stand out with a higher number of 

papers (77 and 72 articles, respectively). The United Kingdom is in the 3rd position 

(with 37 records), followed by Canada with 29 papers and India with 25. Among the 

41 countries published about the subject, Brazil is tied in the last position, with only 1 

article. However, it is important to emphasize that Brazil is the only Latin American 

country in the database. Figure 5 presents the collaboration network among countries.  

 
Figure 5 - Contribution network between countries (Source: Own elaboration with Vantage-

Point) 
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USA and China are the countries that collaborate internationally the most, explaining 

their highest volume of publication. China collaborates the most with the USA (13 joint 

papers), Australia (6 papers), Canada (4 papers) and Singapore (4 papers), while the 

USA publishes the most with Canada (4 papers) and Switzerland (4 papers), besides 

China. Brazil, by its turn, has only one connection (with the United Kingdom). Note 

that countries with a higher number of publications tend to have more collaboration 

connections. 

It was possible to map the research areas that publish about this subject. Among the 

40 areas, the main are Environmental Sciences & Ecology (107 articles), Engineering 

(101), Business & Economic (95), Energy & Fuels (65), Transportation (55), Science 

& Technology - Other Topics (43), Operations Research & Management Science (35), 

Computer Science (19). Note that only the five main areas have published more than 

50 papers about the subject. Figure 6 provides the intersection among the main areas. 

 

 
Figure 6 - Map of research area (Source: Own elaboration with VantagePoint) 

The first paper, published in 1962, was indexed to the Engineering and Transporta-

tion areas. However, the areas did not keep constancy in their publications: both started 

publishing annually since 2007. We emphasize that Transport appears in the fifth posi-

tion, with only 55 papers, despite its massive contribution to the emissions already dis-

cussed in this paper. In relation to the main journals, Table 3 shows that only four Jour-

nals have published more than ten papers about the subject. 

Among the 161 journals, Energy Policy stands out with 18 papers, followed by the 

Journal of Cleaner Production and the Transportation Research Part D, with 14 papers. 

Likewise, it was possible to find the main keywords of the published articles (Figure 

7). It appears that carbon tax, carbon emissions and transportation are the most frequent 

keywords, with 69, 46 and 21 records, respectively. When excluding the terms of search 

in the database, the more frequent keywords are carbon emission (46), carbon footprint 

(16) and climate change (12). 
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Table 3 - Main Journals (Source: Own elaboration, 2020) 

Rank Journal Records % 

1º Energy Policy 18 6.06 

2º Journal of Cleaner Production 14 4.71 

3º 
Transportation Research Part D (Transport and Environ-

ment) 
14 4.71 

4º Sustainability 13 4.37 

5º Applied Energy 9 3.03 

6º International Journal of Production Economics 9 3.03 

7º Energy Economics 7 2.35 

8º Computers & Industrial Engineering 6 2.02 

9º Transport Policy 6 2.02 

10º Transportation Research Part A (Policy and Practice) 6 2.02 

 

 
Figure 7 - Main keywords found in the database (Source: Own elaboration with World Cloud) 

 

Among the policies, the carbon tax has 69 records, carbon trading (10), carbon cap-

and-trade (8), personal carbon trade – which is focused on the level of the individual's 

choices (5), carbon price (4) and carbon cap (3). It can be explained that charging the 

emissions is easier than investigating a carbon trading market.  

In a more detailed analysis of the keywords, they could be divided into ten 

categories: (i) carbon emission and carbon mitigation policies; (ii) transport 

alternatives; (ii) energy (e.g., renewable sources, alternative energies, policies related 

to low carbon fuel); (iii) green and reverse logistics; (iv) supply chain (closed loop or 

not); (vii) electric vehicles; (viii) smart cities; (ix) solution methods, often optimization 

methods; (x) other less frequent words, which are not included in the previous 

categories. The presence of variants of the word "sustainability" is also noteworthy (15 

records). Figure 8 relates the most cited keywords with the most relevant country.  Only 

the USA has published a paper with these keywords. China is the country with the 

largest volume of publications published with all of them, except by climate change.   
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Figure 8 - Mapping of the most cited keywords by country (Source: Own elaboration with 

Vantage Point software). 

Considering de 279 articles that compose our database, a systematic review showed 

that the carbon tax is present in 71% of the articles and 34% of the papers adopt more 

than one regulation policy. It was also observed that 46% of the articles deal with freight 

transportation, being the road mode the most frequent. The ten most cited papers are 

presented in Table 4. 

Finally, it was analyzed the improvement actions proposed in the ten most cited pa-

pers. The production and use of low carbon fuels (biofuels) in the transport sector to 

reduce the use of fossil fuels [9, 15,16,17,18] is discussed the most. Besides, they also 

suggest: the use of electric vehicles [10,12], the improvement in public transport 

[13,14,18], a better management in transport logistics [11,13,15,18], the development 

of new engines [9], among others. There are also actions proposed in other areas, such 

as using renewable sources (installation of photovoltaic panels to recharge electric ve-

hicles) and the improvement of energy efficiency [10,11,12,14,15] in the energy sector.  

Some of the articles mention that individuals must collaborate to mitigate GHG by 

adopting actions as prioritizing public transport and avoiding the waste of energy 

[12,13,14,15].  

Other improvements and technological innovations that could help in carbon miti-

gation are  [6 - 8]: (1) incentives for the use of energy-efficient modes of transport; (2) 

incentives for the use of biofuels and electromobility; (3) incentives for non-motorized 

transportation (bicycle, pedestrian, among others) and public transportation; (4) opti-

mization of logistics processes; (6) technological improvements aimed at energy effi-

ciency; (7) changes in freight transport infrastructure and patterns; (8) home-office; (9) 

incentive to renew the fleet; (10) others. 

It is worth mentioning that according to [7-8], Brazil has the potential to meet its 

transport commitments related to the NDC, with 13% cuts by 2030 (26MtCO2-eq) 

achieved with intensive use of biofuels. However, this strategy's cost-benefit would not 

correspond to the mitigation potential, with financial losses above 1US$ / tCO2-eq. 

Therefore, the authors indicate that investments in electromobility and infrastructure 

would be most suitable.   
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Table 4 - Ten most cited articles (Source: Own elaboration 2020). 

Rank Author Objective Focus Countries 
Re-

cords 

1º 
Scott et al. 

(2010) 

It examines the GHG emission reduction goals postulated by various organ-

izations and how the global tourism sector can achieve its participation in 

these goals 

Passenger 

transport 

(tourism) 

Canada | 

Netherlands | 

Norway| 

Sweden 

204 

2º 
Shiau et al. 

(2009) 

It proposes a plug-in Hybrid Electric Vehicle simulation model to evaluate 

the effects of additional batteries on fuel consumption, cost and GHG emis-

sions at variety of charging frequencies. 

Battery and 

plug-in ve-

hicle 

USA 134 

3º 
Ramudhin 

et al. (2011) 

It presents a methodology to address sustainable supply chain design prob-

lems.   

Supply 

chain 
Canada 110 

4º 
Tulpule et 

al. (2013) 

It proposes a plug-in photovoltaic electric vehicle charging station during 

the day, located in a work garage.  

EV charging 

station 
USA 107 

5º 

Büchs and 

Schnepf 

(2013) 

It provides an indication of the types of households that may be particularly 

affected by mitigation policies targeting of specific areas (as transport). 

Passenger 

transport 
UK 96 

6º 
Tiedemann 

et al. (2005) 

It examines how people choose the technologies and incorporate this under-

standing of consumer choice in energy saving models. 

Passenger 

transport 
Canada 91 

7º 
Cachon 

(2013) 

It presents a retail supply chain model that includes operating costs, as well 

as a cost for environmental externalities associated with carbon emissions. 

Supply 

chain 
USA 90 

8º 
Leduc et al. 

(2009) 

It finds the ideal locations for polygeneration systems with simultaneous 

production of electricity, district heating, ethanol and biogas, with the aim 

of reducing the total cost of production and the environmental impact. 

Biofuel refi-

nery 

Austria | 

Sweden 
88 

9º 
Giarola et 

al. (2011) 

It determines the ideal configuration of the system that maximizes the ex-

pected financial profitability by assessing the influence of the volatility of 

raw material and carbon costs within an emission allowance trading scheme. 

Biofuel su-

pply chain 
Italy | UK 82 

10º 
Hensher 

(2008) 

It evaluates instruments related to efficiency, sustainability and equity poli-

cies in passenger transport, focusing on cost-benefit ratio and the ability to 

reduce CO2. 

Passenger 

transport 
Australia 78 
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5 Final considerations 

This paper showed how the scientific literature published in the WoS database ad-

dresses the carbon policies in the transport sector, identifying the main collaboration 

network and the main interest topics. Besides, we have gathered some actions that could 

be implemented to reduce carbon emission and help achieve carbon policy targets. 

Despite being one of the primary sources of carbon emission, there were few papers 

regarding the carbon policies in the transport sector. This can be explained by the re-

search area: the first paper was published in 1992, but only from 2007 is observed an 

increase in the publication records. It might be related to the fact that the Climate 

Change Conferences are new: the first COP was in 1995, the Kyoto Protocol date from 

1995 and the Paris Agreement was proposed in 2015. Besides, few carbon regulation 

policies are implemented or on schedule for implementation around the world, as 

shown in Figure 2. 

China and the USA stand out as the countries with the highest level of publications. 

The five mains areas of interest in this subject are Environmental Sciences & Ecology, 

Engineering, Business & Economic, Energy & Fuels and Transportation (55). Regard-

ing the keywords, most of them are related to some environmental concerns. They were 

categorized into ten classes: (i) carbon emission and carbon mitigation policies; (ii) 

transport alternatives; (ii) energy; (iii) green and reverse logistics; (iv) supply chain; 

(vii) electric vehicles; (viii) smart cities; (ix) solution methods; and, (x) others. 

Regarding the carbon policies, keywords related to the carbon tax, carbon trading, 

carbon cap-and-trade, personal carbon trade, carbon price and carbon cap were found. 

The carbon tax is the most addressed policy, which might be explained by the fact that 

it is easier to study a scenario where the emission is charged instead of trading carbon 

credits (especially due to the scarcity of real data).  

Finally, we found as actions to mitigate carbon emission: use of energy-efficient 

modes of transport; use of biofuels and electromobility; use of non-motorized and pub-

lic transportation; optimization of logistics processes; technological improvements; 

changes in freight transport infrastructure and patterns; home-office; fleet renewal; 

management improvements, among others. 

As a limitation of this search, we point out that the results are directly related to the 

keywords and the database chosen. Also, there is a lack of consolidated data, mainly 

for the transport sector, since it is a recent interest area. For future studies, we suggest 

the assessment of the transport sector regarding emissions, the development of applied 

research considering the implementation of carbon policies (such as carbon trade), the 

evaluation of electric vehicles' role in the low carbon transport sector etc. 
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Abstract. Various organizations have reported that buildings (among them, 

educational institutions) are responsible for the consumption of 40% or more of 

all the primary energy produced worldwide. The control of temperature and 

lighting in said institutions is carried out manually. That means that every time 

a classroom is used, people must turn on lights and air conditioners, and then 

take care of turning them off whenever they are not required. Faced with this 

scenario, the alternative proposed in this work allows efficient automatic 

control of lighting and temperature preferences for each professor and each 

class. 

That is why a Prototype of Classroom Energetically Efficient was built in this 

paper. It has three modules: The one is the web application that was developed 

using the Laravel framework for the backend and Vuejs for the frontend. Its 

main function is to send commands to devices. The second is the IoT 

framework, which fulfills the function of communicating the web application 

with the hardware, providing the necessary endpoints, and making the 

registered data available. And finally, the hardware that was built using 

NodeMCU ESP8266 boards. Its function is to be an actuator i.e. receive the 

data from the IoT framework and executes commands. We also build a 

classrom mockup  to show the prototype in action. 

Also, the performance tests of different scenarios were carried out, being 

satisfactory, and allowing the development of the planned functionalities. 

 

Keywords: Internet of Things, Smart Classrooms, Energy efficiency. 

1 Introduction 

A modern educational institution has a large number of classrooms, each with many 

lighting and cooling devices (air conditioners). "Various organizations, committed to 

the efficient use of energy and the conservation of our environment, have reported 

that buildings are responsible for the consumption of 40% or more of all the primary 

energy produced worldwide ..." [1]. For this reason, it is reasonable to say that the 

energy consumed in a school day during peak hours is very high. 

That is normal (as well as in any, or most, educational institutions) considering the 

daily use and movement of students and professors. As well, it is also normal that the 
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temperature control (by turning on/off and regulation in air conditioners) and lighting 

(by turning on/off lights) in the classrooms, is carried out manually. This means that 

every time a classroom must be used, one person must take care of turning on the 

lights and air conditioners (if necessary), and turning them off when they are not 

required. And if we take into account that the people who perform these tasks are the 

same janitors and secretaries, responsible for many other tasks. Several devices may 

be turned on unnecessarily for several hours. 

Likewise, it is observed that each professor usually has a lighting requirement in 

the classroom. For example, while there are professors who require the maximum 

possible lighting (all classroom lights on), others do not use the headlights (near the 

blackboard), since they use projectors with presentations and / or slides. In this way, 

the visualization of slides showed by projectos are more clear. So also other 

professors prefer all lights completely off for the same reason. The temperature will 

depend on the weather conditions. For example, days with extreme temperatures (hot 

or cold), will require more use of air conditioners. 

Therefore, it is extremely important to find the method to manage efficiently  the 

energy consumption, not only to reduce the institution's expenses but also to help 

preserve finite resources and thus mitigate the environmental impact due to its 

unnecessary use.  

Consistently and because the technology advances it is necessary to design a 

solution to that problem through the use of an IoT Framework evaluated in [2], a Web 

application and specific hardware [3], which allows each professor to independently 

configure their desired lighting and temperature profile for the classroom to be used, 

and that this is applied automatically in the right time. 

2 Related Works 

Educational institutions are one of the main responsible for the amount of energy 

consumed, for the number of activities carried out in classrooms, offices, libraries, 

and also for the waste of energy due to the inefficient use of electricity [4], but also, 

by the mobilization of people using vehicles [5].  

In [1] a line of action is established regarding customs and policies for the good use of 

energy that not only promotes the development, implementation, and adaptation of 

software and hardware. Instead, they serve as tools to save money at the National 

University of Misiones. In [6] the research process for the development of an IoT 

system is presented, which has been designed to promote an intelligent lighting 

service in an academic environment. The IoT system orchestrates a series of sensors, 

monitoring systems, and controlled actions, based on the principle of making 

available the functions of the system and the record of consumption in real-time 

through web services. Likewise, in [7] the design and implementation of an intelligent 

automated system based on Ethernet for the conservation of electrical energy using a 

second-generation INTEL GALILEO development board are proposed. The proposed 

system works on automation so that electrical devices and switches can be remotely 

controlled and monitored without any human intervention. The project developed in 
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[8] uses IoT-based technology to achieve automation in classrooms and proposes an 

approach to control and manage electrical equipment such as fans and lights based on 

the presence of people. 

3 Methodology 

This section presents the hardware and technology used in this research project  

3.1 Used Hardware 

The hardware used is the NodeMCU ESP8266(Figure 1). NodeMCU is an open 

source IoT platform. Includes firmware that runs on Espressif Systems ESP8266 WiFi 

SoC (System on Chip) and hardware that is based on the ESP-12 module [9]. 

 

 
Figure 1. Node MCU ESP8266.  

The ESP8266 is a low-cost WiFi chip with a full TCP / IP stack and a 

microcontroller. The firmware can be programmed using the Lua scripting language, 

although currently the Arduino IDE also supports programming in C language [10]. 

3.2 Used Web Applications Technologies 

In the web application development, different frameworks were used such as Laravel, 

VueJs, and Postman. 

Laravel is an open source PHP framework for developing web applications and 

services through layered architecture, providing multiple functionalities required for 

any web application. 

VueJs is a progressive JavaScript framework for creating user interfaces. It is an 

alternative to frameworks like Angular or React [11]. 

Postman is a tool that allows you to make HTTP requests to any REST API, 

whether third-party or your own, to test the operation of the API through a graphical 

interface. 
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3.3 Framework IoT Ubidots 

Ubidots [12] is a platform for building, developing, testing, learning, and exploring 

the future of applications and solutions connected to the Internet [12]. 

Regardless of whether one or one thousand devices are connected, the same effort 

is required with all types of Ubidots devices. The creation of the new device in 

Ubidots can be replicated by automatically setting the variables, the device properties, 

and the appearance each time a new piece of hardware is detected. Some of its 

characteristics can be seen in [13].The Ubidots service stack can be seen in Fig. 2.  

 

 

 
Fig. 2. Ubidots service stack 

4 Proposed solution architecture 

The technological solution to the problem consists of using an IoT framework that 

fulfills the function of carrying out communication between the parties(Web 

Application and Hardware), providing a method to store the information and make it 

available to read, to be consumed at the required time. The Web Application defines 

all the behavior to be followed and the hardware is only an executor of actions, 

ordered by the Web Application. Examples of this would be the web application reads 

the information from the temperature sensor sent by the hardware, and tells when to 

switch on or off an air conditioner. The proposed solution is shown in Fig. 3. 
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Fig. 

3. Proposed solution architecture 

Each arrow in the previous graphic represents an HTTP request performed by the 

web application and the hardware respectively. Based on this, we have four situations: 

1. The web application sends state change data to the IoT framework. 

These changes of states refer to changes in the profiles according to 

the preferences of each professor. For example: If the air conditioning 

in classroom 1, at a certain time, should be turned on. The IoT 

framework stores this data and makes it available to be consumed. It 

should be noted that the IoT framework, in this case, does not handle 

the logic of when an air conditioning should be turned on or not, it 

simply receives the data. For example, "Air1: 1" data, already 

generated by the web application, and makes it available to be 

consumed by who requires it. 

2. The available data is consumed by the hardware. The latter reads the 

data, through an HTTP Request, and just executes the action. For 

example, if the hardware read that the lights in classroom 1 should be 

on and they are off, it will turn them on. 

3. There are certain times when the hardware needs to feed information 

to the system, for example, with the temperature sensor. In this case, 

it will take the ambient temperature and send it to the IoT framework, 

so that it is available to those who require it. As in previous cases, the 

IoT framework will only be in charge of storing and making the 

information available, without processing it. 

4. Finally, there will be cases where the web application requires 

feedback from the system, such as, for example when the hardware 

reports the current temperature of a certain classroom. In this way, the 

Web Application will know what information to produce and send it 

to the IoT framework again. 

5 Test Scenarios 

The following scenarios will be used for testing the prototype. 

1. A professor is far from the institution and has classes at that time. 

Web Application 

Sends user state changes 

IoT Framework  Hardware  

Allows read data from hardware 
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2. A professor is at the institution and has classes at that time. 

3. Functioning with different personalized professor profiles. 

 

The activation condition of each profile includes the following three variables: 

1. The professor is in the institution (position simulated by the marker on the 

map) 

2. The professor has classes at that time. 

3. The professor attends classes. 

 

The actors involved are specified in each test. Also, if necessary, a different 

lighting and / or cooling profile is specified. 

5.1.1 Scenario 1: A professor is far from the institution and has classes at 

that time 

Actors involved: Web Application. 

In this test, the framework did not participate, because the one who sends the 

orders to later be read by the hardware, is the web application. In this case, with any 

lighting and cooling profile activated, and being class time for the professor, no 

request was sent to the IoT framework since the professor was far from the institution. 

Fig. 4 shows in the "Network" tab how simulating any location of the professor on the 

map outside of the profile activation field, no request is sent. 

 

 
Fig. 4. Scenario 1 

5.1.2 Escenario 2: A professor is at the institution and has classes at that 

time. 

Actors involved: Web Application, IoT Framework and Hardware. 

Test profile: All lights on and air conditioning on. Being the teacher's class 

schedule, the teacher being in the activation zone and marking that he attends classes 
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in Fig. 5 we can see how the Web Application sent 10 requests correctly, 

corresponding to the 10 variables used. 

 

 
Fig. 5. Web application sending power signal for lights and air conditioning using Ubidots 

IoT Famework. 

When clicking on the first request sent by the Web Application, corresponding to 

the first variable “led1” of Ubidots, the request details are observed in Fig. 6: 

 
Fig. 6. first request sent by the Web Application. 
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The Request URL shows the endpoint to which the request was sent, 

corresponding to the first variable (“led1”). Other important data are observed, such 

as: 

- Status Code 201: The request was successfully sent. 

- Content-Type application / json: One of the headers required by the 

framework. 

- Token 

- Variable ID in the URL. 

In the following requests corresponding to the other lights and air, the same results 

were obtained. As seen in Figura 7, it is verified that the data was written correctly in 

the Framework, using Ubidots Dashboard created for quick visualization.  

 

 
Figura 7. Public Ubidots dashboard, showing widgets of all variables. 

In the Classroom mockup where the hardware is installed, all the lights and the 

engine were turned on, as we can see in Fig. 8: 

 

 
Fig. 8. A Classroom Mockup with all light and engines turned on. 
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5.1.3 Scenario 3: Functioning with different personalized professor profiles 

 

Actors involved: Web Application, IoT Framework and Hardware. 

Test profile: Only the last three lights turned on (in the classroom back) and air 

conditioning turned off. 

The new profile with only the lights at the back of the classroom on (LEDs 7, 8, 

and 9) and the air conditioning off as we can see in Fig. 9. 

The profile was configured, to leave only the lights in the background of the 

classroom on, and you can see how the web application sent ten requests correctly. 

For the lights that should be on, he sent “value”: 1, and for those that should be turned 

off, he sent “value”: 0. The air conditioning, with a temperature lower than 24ºC, 

turns off. 

 

 
Fig. 9. Web Application sending on signal only for the last three lights and air conditioning 

off, using Ubidots. 

 

In the first request, it is observed that the Request Payload has the value of false 

(Fig. 10) 
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Fig. 10. Request with signal to turn off "led1" variable. 

 

The same happens with the requests for all the lights in the first two rows. On the 

other hand, for the last row of lights, we can see light turned on. To do this, we 

observe the request, the variable "led9" and Request Payload has true value, as we can 

see in Fig. 11: 
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Fig. 11. Request with signal to turn on"led9" variable. 

 

As seen in Fig. 12, everything worked as we expected in the Ubidots Dashboard. 

 
Fig. 12. Ubidots Dashboard, showing the devices that must be turned on. 
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The hardware in the same way, it correctly read the framework data and executed 

the action(Fig. 13). 

 

 
Fig. 13. The Classroom Mockup in the dark with only the last three lights are on. 

6 Conclusions and Future Works 

The use of the IoT Ubidots framework for the development of a Prototype of 

Classroom Energetically Efficient allowed to increase the implementation speed and 

the time saved in the construction of systems that need the interaction of devices 

connected to the internet. This is mainly due to the fact that it has the communication 

already resolved, having to focus only on the construction of the parts that must 

communicate. 

Taking into account that all the packages that allow communication between the 

parties over the internet, using HTTP, the framework must guarantee the tools to give 

the necessary security to the packages, having SSL certificates and some method of 

authentication for the requests, either a token or an API_Key. 

Finally, an efficient optimization in the time that lighting and cooling devices are 

on, avoiding idle time, translates into lower consumption, lower costs, and therefore 

less environmental pollution and greater energy efficiency. 

Future work includes: Implement the prototypes with the MQTT protocol and later 

make the comparison against HTTP protocol used in this work. 

Refactor the Ubidots firmware code for the NodeMCU ESP8266, improving the 

data reading and writing algorithms, to get better operations performance. 
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Design and implement fully functional versions of the web application which allow 

executing in a real way the change of teacher profiles as well as the dynamic 

configuration of the same, for each subject and schedule. Use the geo-positioning of a 

mobile device, for example, a cell phone, to locate the teacher, no just simulating the 

localization. Implement the prototype, in real classrooms of an educational institution 

to be used as a living laboratory. 
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Abstract. REMOURBAN is a large-scale demonstration project whose main 

objective is to accelerate the urban transformation towards the smart city con-

cept considering all aspects of sustainability. For this purpose, an Urban Regen-

eration Model has been developed and validated in the three lighthouse cities of 

the project (Valladolid-Spain, Nottingham-United Kingdom and Tepebaşı-

Turkey). REMOURBAN has carried out different interventions in the city of 

Valladolid with the aim of transforming it in a more sustainable and smarter 

city. These actions have been evaluated using the evaluation framework devel-

oped within the project, to know the real impact of these interventions in the 

project area and to transfer the knowledge to other cities that want replicate 

these solutions for improving their sustainability and smartness. This paper is 

focused on showing the evaluation results after the application of the evaluation 

framework to the energy actions in a district in the city of Valladolid (Spain). 

Keywords: Smart city, Near Zero Energy District, district heating, biomass, 

evaluation, sustainability, photovoltaic 

1 Introduction 

The sustainable development of urban areas is a key challenge for Europe where the 

retrofitting of its buildings and, more specifically, its thermal retrofitting takes on 

special importance. In Spain, more than half of the buildings are built without ade-

quate thermal insulation, which means very high energy consumption and mostly 

from fossil fuels which exacerbates the problem of external energy dependence. In 

order to deal with this situation, projects such as REMOURBAN are demonstrating 

innovative, efficient and accessible technologies and processes in districts whose 

energy problems are evident in order to achieve Near Zero Energy Districts that serve 

as a reference and allow the replicability of this type of actions in other similar neigh-

borhoods, improving the environment and the quality of life of citizens. 
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In order to help other cities to identify their needs and to establish the most suitable 

interventions for covering that demand and replicate the success of the project, 

REMOURBAN has designed a methodology, the Urban Regeneration Model, which 

covers all the phases of the transformation process. Within this model, the evaluation 

is sought as the main supporting mechanism throughout the deployment of this pro-

cess. REMOURBAN evaluation framework considers two levels of evaluation: city 

level, to assess both sustainability and smartness of the city as a whole, from a com-

prehensive and integrated perspective, and project level, to provide a clear identifica-

tion of the impact of implementation of technologies and solutions on the three key 

priority areas (sustainable districts and built environment, sustainable urban mobility 

and integrated infrastructures and processes) aimed at achieving the city high-level 

goals. 

The objective of this paper is to present the evaluation framework at project level 

developed in REMOURBAN and to show the results of the final evaluation of the 

energy interventions implemented in the FASA district in Valladolid.  

2 Description of the interventions implemented 

In Valladolid, one of the lighthouse cities of the project, the FASA neighbourhood 

was selected for the implementation of a set of interventions designed in order to 

become a Near Zero Energy District and contribute to the city transformation to a 

more sustainable environment. This neighborhood was built during the 60s for the 

workers of the Renault factory in Valladolid, and it is composed by 19 blocks, a tower 

and a building that contains the thermal power station that supplies heating to the 398 

homes that make up the neighborhood. These buildings presented severe deficiencies 

in their thermal insulation that resulted in lack of habitability and comfort, as well as 

low energy efficiency. 

The heating system consisted of a district network supplied by two fossil fuel boil-

ers (natural gas and gasoil) and it was divided into three different circuits that provid-

ed the 398 dwellings with space heating, whereas the domestic hot water (DHW) was 

individually produced in each dwelling with different technologies depending of the 

energy source in each particular case: natural gas, butane and electricity. 

In REMOURBAN, with the aim of turning the neighbourhood into a Near Zero 

Energy District, a set of actions have been designed and those are described in follow-

ing sub-sections: 

2.1 Passive measures: Façade and roof insulation 

One of the main objectives considered for the design of the interventions, was the 

reduction of the energy demand. For achieving the aim of decreasing it, it was needed 

to improvement the thermal isolation of the building envelope, including roof and 

façade.  

For the thermal insulation of the façades, it was taken into account the least intrusive 

solution that could solve the thermal bridges completely. The external insulation was 

the final solution chosen, which consists of fixing an insulation board to the external 

side of the façade and later applying a finish over the board.  
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In FASA district, the installed insulation consisted of a four-layer scheme, based on a 

60 mm expanded polystyrene (EPS) board fixed on the brick wall, a first layer of 

mortar, followed by a glass fiber mesh and a second layer of mortar. Finally, a surface 

finish was applied for aesthetical reasons. 

Regarding the insulation of the blocks roofs, among the available options for their 

insulation, an intermediate insulation was chosen for the blocks and external insula-

tion for the tower. The intermediate insulation offers a combination of best perfor-

mance, easy installation and no disturbance on the tenants. 60 mm of sprayed foam 

(SPF) insulation were laid under the roof and over the last slab of the block.  

The tower roof insulation was improved by adding an external insulation over the 

existing asphaltic layer. The scheme was an inverted roof system consisting of 60 mm 

of extruded polystyrene (XPS) insulation, a geotextile layer and gravel.   

2.2 Active measures 

Once the energy demand was reduced thanks to the passive measures implemented, 

the next step was to retrofit the thermal facilities in order to improve their energy 

efficiency and integrate renewable sources to the system.  

The existing district heating system was renovated, on one hand the fossil fuel boilers 

were replace by biomass ones with occasional support from natural gas and on the 

other hand the 20 substations of the district were renovated together with the distribu-

tion network which was updated with pre-insulated pipes to minimize heat losses. 

With this new system, the dependence of the system on fossil fuels has decreased 

given that now the system depends fundamentally on a renewable energy source. 

Other relevant advantage is the decrease in the CO2 emissions from the district heat-

ing to the environment because the CO2 emissions factor for biomass is significantly 

lower than that for fossil fuels.  

In addition to the new biomass boilers, with the aim of increasing the energy sup-

ply through renewable sources, a photovoltaic installation has been carried out. This 

new PV system was built on the south façade of the tower, which has a deviation of 

12º and no shading obstacles, and the ventilation effect reduces overheating during 

summer improving the efficiency of the modules. The PV modules selected have a 

nominal power of 77.5 Wp. They were installed in two rows in the flat area of the 

façade avoiding interferences with the existing windows, finally adding up to a total 

aggregated capacity of 27.435 kWp.  

The PV energy is fed into a circuit with 8 electrical resistors that heat up the water 

tank, which acts as a buffer. Then the hot water harnessed is used to preheat the 

DHW, and therefore reduce the biomass consumption.  

Other intervention aiming to improve the energy efficiency of the district was the 

substitution of the incandescent lamps by LED in common areas of all buildings.  

Last but not least, an Energy Management System (EMS) structured in three dif-

ferent levels has been implemented in the district. There are a District EMS that is 

responsible for managing the district heating as a whole, a Building EMS in charge of 

monitoring and controlling both the heating and DHW facilities in each of the 20 

buildings and a Home EMS that has been installed in all 398 dwellings of the district. 

At this level there are two different kinds of devices: heat cost allocators installed in 
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each radiator to measure the individual consumption of the dwellings and thermostatic 

valves to allow the tenants to adjust the temperature inside each room.  

3 REMOURBAN Evaluation Framework 

REMOURBAN Evaluation Framework establishes the basis of the evaluation mecha-

nisms for the REMOURBAN Project. The framework defines two levels of evalua-

tion: Project Level, to provide a clear identification of the project impact regarding 

interventions, and City Level, to assess both sustainability and smartness of participat-

ing cities and the impact of the Sustainable Urban Regeneration Model developed in 

the project on the sustainability and smartness goals. 

This paper is focused on the evaluation at project level and more specifically in the 

evaluation of energy actions in Valladolid. For the evaluation at project level, a spe-

cific index was defined; the Demo Site Index (Ds) that is used to evaluate the actions 

described in the previous section and others interventions related to urban mobility, 

ICT and non-technical actions.  

Although the Ds index is used for the evaluation at project level, the specific ac-

tions in each city can be evaluated through one or various measurable objectives or 

sub-indexes to assist the evaluation of the project impacts and assess the progress of 

the lighthouse cities interventions.  

The basis for the evaluation process are the KPIs (Key Performance Indicators) 

which are normalized, weighted and aggregated to calculate the Ds global index. Pro-

ject level indicators (showed in Table 1) are weighted to estimate partial indexes de-

fined for each of the areas of intervention (Buildings and District, Urban Mobility, 

integrated infrastructures through ICTs and Non-Technical actions). This framework 

of indicators, sub-indexes and project evaluation index constitute a valuable support-

ing tool for the evaluation of the impact and expected result of the REMOURBAN 

project. 

Table 1. Project level indicators 

Measurable Objective Indicators 

Buildings and Districts 

Energy Demand CO2 Emissions 

Energy Consumption Thermal Comfort 

Primary Energy Consumption Indoor Air Quality Comfort 

Useful Energy Energy Bill 

Renewable Energy Production Investment 

Urban Mobility 

Energy Consumption (buses) PM Emissions (buses) 

Energy Consumption (cars)  PM Emissions (cars) 

CO2 Emissions (buses) EV Penetration Rate 

CO2 Emissions (cars) EV Charging Points 

NOx Emissions (buses) Total KWh Recharged 

NOx Emissions (cars) Energy Bill (buses) 
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HC Emissions (buses) Energy Bill (cars) 

HC Emissions (cars) Investment 

ICT 

Smart Electricity Meters Indoor Sensors 

Visualising Real-time Infor-

mation 
Web Applications and Services 

Modes of Transport Integrated on 
Smart Cards 

Visits/Access to Webs/Services 

Rate of Trips using Smart Cards Registered Users 

Location Tracker Sensors App Downloads 

Meteorological Sensors Investment 

Air Quality Sensors  

Non-Technical 

Initiatives of Public Incentives Initiatives of Public Incentives 

Awareness Raising Campaigns Marketable Products 

Learned solutions for Non-

technical Barriers 

Innovative/Green Public Pro-

curement 

Channels Used for Citizen En-
gagement 

Papers for Innovative Actions 

Visits to Project Information Cities Interested to be Followers 

Social Media Accounts Investment 

4 Methodology for the Evaluation at Project level 

This section presents the methodology of the project level assessment through the 

calculation of the Demo Site Index after the demonstration phase of the 

REMOURBAN project. This methodology requires of the following steps 

- Scope definition: It is each of the three demo-sites (Valladolid, Nottingham 

and Tepebaşi) including the four areas of intervention (energy, mobility, ICT 

and Non-technical). 

- Baseline period definition: it is the timeframe chosen to represent the initial 

status of the project level indicators that is used as reference for comparison 

in order to measure the impact due to the implementation of the project in-

terventions. 

- Reporting period definition: it should encompass at least one complete nor-

mal operating cycle, in order to fully characterize the effectiveness of the ac-

tions. Depending on the specific implementation timings for each of the ac-

tions in each demo-site a specific reporting period has been defined for each 

one. In REMOURBAN, the reporting periods of the energy and mobility ac-

tions implemented cover at least the last year of the project, but in most cases 

this period is longer, exceeding 24 months.  

- Data collection and analysis: the collection of data is one of the most chal-

lenging tasks of the process and at the same time the quality and amount of 

data used for calculating the indicators is one of the most critical issues to 
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obtain a reliable index. Most of the data required for the calculation of the 

indicators at project level is gathered directly from direct measurement, sta-

tistical information and in some cases also from simulations. Data is collect-

ed and processed in each of the three Local ICT platforms deployed in each 

of the three lighthouse cities; and sent to the REMOURBAN Global ICT 

platform. 

- Calculation of the index: the computer-based Evaluation Tool STILE has 

been defined and developed in the REMOURBAN framework to be used for 

the calculation of the established indices. STILE tool calculate and normalize 

the indicators, weights and aggregate them in order to calculate the Ds index 

in an automatic way based on the methodology and calculations implement-

ed within the tool.  

- Evaluation of the results. At this point it is possible to perform the compari-

son and detailed analysis of the reporting period index results and the base-

line period index results.  

5 Evaluation supporting tool: STILE 

A valuable computer-based tool, named SmarTness and SustaInabiLity Evaluation 

Tool (STILE) has been developed as one of the core services that form part of the 

REMOURBAN ICT solutions. STILE was conceived as the service to support, auto-

mate and help to achieve the objectives set out in the Evaluation Framework. There-

fore, in line with the Evaluation Framework, this tool allows for a quantified meas-

urement of the cities’ progress on the way to sustainability and smartness on one 

hand, and the performance of REMOURBAN project in terms of efficiency and effec-

tiveness of its interventions on the other hand. This way, STILE arises as the corner-

stone to reinforce the communication between stakeholders and decision-makers in 

the cities. 

STILE enables to run evaluations for any of the REMOURBAN lighthouse cities at 

any moment. When an evaluation is launched, STILE takes the set of monitored vari-

ables stored in the Global ICT Platform for that city and the corresponding period of 

time. 

The tool, at a first step, calculates a set of indicators taking those variables as in-

puts, by applying the formulas defined in the Evaluation Framework. Then, the set of 

formulas and calculations designed in the Evaluation Framework to obtain the Meas-

urable Objectives from the indicators, were programmed as part of the tool and, final-

ly, by implementing the corresponding formulas from the Measurable Objectives, the 

indices are obtained.  

The key benefit of using STILE is not only the quantification of the indices, but a 

powerful presentation of the whole data set behind the final value of the index, that 

goes from the set of variables to an index value, with several intermediate calculation 

levels in between, all depicted in a graphical way, making it easier for the user to have 

full information at a glance. 
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The picture below let us find the direct relation of the general schema proposed by the 

Evaluation Framework for the Demo Site Index and its computer-based implementa-

tion: 

 

 

 

STILE Evaluation Framework 

Fig. 1: Direct relation of the Evaluation framework and the computer based implementation 

STILE visualization solution to represent the whole data set from variables to the 

final index makes it easier information understanding, having all figures in just one 

screen, quantified and depicted in a hierarchical way for a deeper insight into group-

ing levels and dependencies. 

 

Fig. 2: Example of calculation and representation of Ds 
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Besides, the user can dig into any level or branch to get more information, just by 

clicking on each of the elements in a fully interactive way, which helps to better un-

derstand the final value of the indexes, based on its indicators and measurable objec-

tives. 

 

This way, the main objective of STILE tool implementing the Ds index is to help 

in the assessment of the effectiveness of the demo site interventions in cities, support-

ing decision-making when some new interventions or improvement of the existing 

ones is being under discussion or evaluation in the city. 

6 Evaluation of Valladolid Demo Site 

The Ds index is defined to assist on the assessment of the impacts of the overall pro-

ject in each of the demo cities. This section presents the results of the calculation of 

the Demo Site Index (Ds) of the interventions in Valladolid.  

The demo site index of Valladolid has increased from 1.89 to 4.84 showing the 

great impact of REMOURBAN interventions in the different areas of the city. 

 

Fig. 3: Valladolid Ds Index (Baseline (Green) vs. Reporting 2019 (Blue)) 

 
 

Fig. 4: Valladolid Ds Index. Baseline tree diagram (Left) vs. Reporting tree diagram (Right) 

In Fig.4 can be appreciated as all the interventions areas (Buildings and District, 

Urban Mobility, ICT and non-technical) have increased their values. Since this paper 

is focused on Energy Interventions, looking at the Buildings and District sub-index it 

possible to conclude that both active (such as the new district heating system and PV 

panels) and passive (façade and roof insulation) interventions in the Valladolid district 

have had a positive impact, it is possible to see how these actions have allowed Build-
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ings and District measureable objective to move from a baseline of 3.76 to 7.15 in the 

after retrofitting situation doubling practically the value.  

6.1 Evaluation of Buildings and District Indicators for Valladolid demo site  

The main aim of the REMOURBAN project within the scope of Buildings and Dis-

trict is to improve the efficiency in the use of energy and to change the current energy 

sources by decarbonising the energy supplies and increasing the share of renewable at 

the same time that improving the users comfort and reducing energy bill.  

The Buildings and District Sub-Index it is composed by a group of indicators 

which allow to assess the impact of the specific actions and interventions of the pro-

ject i.e., Energy demand, Energy consumption, Renewable energy production, Ther-

mal comfort, etc., comparing the situation before and after the interventions. 

Calculation algorithms have been implemented in STILE tool to calculate the 

buildings and district indicators according to their definition. These indicators are 

weighted to estimate the “Buildings and district sub-index” and to evaluate the impact 

of the area of the project related to buildings and district. 

Fig.5 shows the comparison of the Valladolid demonstrator indicators’ results in 

the baseline and the reporting periods of Buildings and District. It shows an overall 

improvement in the district. 

 

Fig. 5: Valladolid Ds Evaluation. Indicators related to the measurable objective “Building and 

Districts” Baseline (Green) vs Reporting 2019 (Blue) 

The most affected indicator is the renewable energy production. In the baseline pe-

riod, the energy produced for the heating and the domestic hot water came from non-

renewable sources. The heating was produced with natural gas and diesel sources and 

the DHW with individual heaters fed with natural gas, butane and electricity. The 

intervention meant the replacement of one of the existing natural gas/diesel boilers 

with two new biomass boilers (renewable) and the centralization of the DHW in 46% 

of the dwellings. Furthermore, a new PV system was installed as support for the 

thermal plant. These measures implied that the renewable energy production was over 
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70% during the reporting period, making the value of the indicator increase up to 

7.57. 

Both energy demand and energy consumption improved almost in parallel. The en-

ergy demand was reduced due to the improvement in the insulation of the buildings 

carried out during the retrofitting. It was reported a reduction of 30% in “Thermal 

Energy Demand” (mainly due to the façade insulation carried out), and a 28% reduc-

tion in “Energy Consumption” (mainly also as improved efficiency in DH system). As 

buildings now have lower energy losses, the energy demand was reduced and the 

indicator improved. Together with this indicator goes the energy consumption. A 

reduction in the energy demand means also a reduction in the consumption, which 

considering also the higher increase of the systems efficiency implies the improve-

ment on this parameter. 

Furthermore, as buildings now have better thermal response to thermal fluctua-

tions, the parameter “Thermal Comfort” increased a 12% showing a better thermal 

behaviour of insulated dwellings. 

The primary energy consumption is also related to the energy consumption. How-

ever, it involves the typology of fuel too. The use of biomass boilers and PV system 

implied a variation on the fuel share and, thus, a variation on the primary energy fac-

tors, as the primary energy factor for biomass and PV are lower than the one for natu-

ral gas/diesel and electricity from grid respectively. The combination of a lower (bet-

ter) primary energy factor together with lower energy consumption implied an im-

portant improvement in the primary energy consumption indicator. 

A parameter that improved too is the useful energy. As the energy demand was re-

duced during the intervention, the useful energy necessary to heat the dwellings was 

also reduced, meaning that this indicator improved. 

The energy bill for the tenants has also been reduced due to several factors. On one 

hand, the energy demand is lower, which means a lower consumption. On the other 

hand, the fuel changed from natural gas/diesel to biomass/natural gas. The cost of 

biomass is lower compared with the other two and the biomass share is close to 80%. 

Also the PV contribution to cover part of the heating needs of the district should be 

considered as it is reducing the use of biomass/natural gas and therefore reducing the 

operational costs. These two factors of energy consumption reduction and RES con-

tribution justify the improvement on this indicator. 

Important to highlight also the great reduction in CO2 emissions, where a reduction 

of 70% was achieved, mainly due to high increase in renewable energy use, and effi-

ciency achieved with dwellings insulation. 

7 Conclusions 

Evaluation is one of the key frameworks of the Urban Regeneration Model defined 

and developed in the REMOURBAN project. This evaluation framework defines 

metrics and standards for implementing the evaluation mechanisms in the project. 

The evaluation of the results is key to assess the achievement of the expected im-

pacts but also it brings an essential mechanism to foster replication of the solutions 
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developed which, indeed, is one of the strategic elements of the project. To ensure the 

replicability of the actions it is needed to create a consolidated and consistent refer-

ence of impacts. 

For the evaluation of the actions, two levels have been considered within 

REMOURBAN evaluation framework: the Project Level, to provide a clear identifi-

cation of the project impact regarding actions on the three key priority areas and the 

City Level, to assess both sustainability and smartness of participating cities. 

The work presented in this paper is focused on the project level showing the Demo 

Site Index (Ds) which has been designed for this aim and more specifically the results 

achieved thanks to the actions implemented to reach a Near Zero Energy District in 

Valladolid.  

The interventions carried out in the buildings (both passive and active) have re-

duced all forms of energy (demand, consumption, primary and useful). The increase 

of the use of renewable sources has considerable contributed to achieving a very low 

dependence on fossil fuels through the implementation of solutions such as biomass 

boilers and PV system. Interventions in buildings have not only reduced CO2 emis-

sions, but they have also improved indoor air quality and thermal comfort for people 

living in these buildings. From an economic perspective, the energy bill per house-

hold has been reduced considerably thanks to the combination of all the energy 

measures. 
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Abstract. Home electricity demand has increased uninterrupted and is
expected in 2050 to doubles the demanded in 2010. Making reasonable
use of electricity is increasingly important and, in that way, different poli-
cies are carried out based on knowledge of how it is used. This article
presents a procedure for measuring the potential electricity consumption
in Uruguay. The study takes as main axis the appliance ownership infor-
mation revelled by a national survey about severe socioeconomic aspects,
and combines it with data on the characteristics of appliances, collected
from local shops with an internet presence. Based on this data, an index
of potential electricity consumption is performed for different census ar-
eas. To validate the analysis, it uses electricity consumption data from
the ECD-UY (Electricity Consumption Data set of UruguaY) dataset
and performs OLS linear regressions to evaluate real consumption and
index correlation. The implementation uses Jupyter notebooks, language
Python version 3, and utils libraries such as Pandas and Numpy. Results
indicate that the departments with the highest index score are located
on the West/Southwest coastlines. About census sections and segments
in Montevideo, results show that the highest score areas are located in
the South/Southeast coastlines, while lowest score ones are located in
the outskirts. The validation process was limited by the lack of real con-
sumption data.

1 Introduction

Word Energy Outlook report, by the International Energy Agency [6], states
that residential electricity demand has increased uninterrupted worldwide. It is
expected to be double in 2050 than what it was in 2010 [7]. For that reason, it
is important to make responsible use of electricity. In that way, multiple inves-
tigations have been carried on with the purpose of apply policies that motivate
saving and reducing climate impact in factories, buildings, and homes [3,5,9,12].

The population of Uruguay is 3.4 million inhabitants. Electricity in country
is provided by the state-owned company, UTE. In 2020, the company provides
electricity to a total of 1,498,164 customers throughout Uruguay, where 1,355,995
(90.5%) are residential customers. About 1.5 million people live in the capital
city, Montevideo. The city presents an electrification rate of 99.8%, including
urban and rural areas, according to data of 2018. In average, and according
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to 2017 stats, UTE serves per month 246 kWh to each residential customer in
Montevideo.

Energy consumption data analysis and characterization are needed to apply
demand management techniques oriented to a better use of energy resources. A
possible approach for demand management is to motivate behavioral changes in
customers that lead to electricity savings. Data analysis provides precise infor-
mation on how customers consume electricity, which can be used to elaborate
effective policies to consider for promotion of behavioral changes, elaboration of
new plans and tariffs, etc.

In this line of work, this article presents an index of residential electricity
consumption based on statistics about appliance ownership. The data of the
2017 National Continuous Household Survey (ECH, by its Spanish acronym) is
used in combination with appliance characteristics information collected from
local shops with a presence on the internet. The index is calculated to three
census area levels: by departments, by sections and by segments. Real electricity
consumption data, gathered from a subset of the ECD-UY dataset [2], is finally
used to validate the correlation of the index results with real data.

The study applies a data analysis approach [10] over appliance ownership
statistics, together with appliance characteristics information, to evaluate the
potential electricity consumption by census area. Also, a validation method is
proposed for the index, using real consumption data.

Results show that the departments with the highest index score are located on
the West/Southwest coastlines, while the ones with the lowest scores are located
in the East of Uruguay. Regarding census sections and segments in Montevideo,
results show that the highest score areas are located in the South/Southeast
coastlines of the city, decreasing progressively as it approaches the outskirts
of the city. Score at the segment level shows great differences, up to six times,
between the highest and lowest extreme. The index validation process was limited
by the lack of more real consumption data.

This work is developed in the context of the project “Computational intelli-
gence to characterize the use of electric energy in residential customers”, funded
by the National Administration of Power Plants and Electrical Transmissions
(Spanish: Administración Nacional de Usinas y Trasmisiones Eléctricas, UTE),
and Universidad de la República, Uruguay. The project study how computational
intelligence techniques can be used to process household electricity consumption
data and characterize energy consumption. It also focuses on determining which
appliances have the greatest impact on household electricity consumption and
in the identification of patterns in residential consumption.

The article is structured as follows. Next section describes the problem of an-
alyzing residential electricity consumption and reviews the main related work.
The proposed approach for analyzing the electricity consumption in Uruguay
is described in Section 3. The datasets and the processing are described in Sec-
tion 4. The main results are reported and analyzed in Section 5. Finally, Section 6
presents the conclusions and the main lines of future work.
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2 Analysis of residential electricity consumption

This section describes the problem addressed in this article and reviews relevant
related works.

2.1 Main research question and hypothesis

This work analyzes the electricity consumption based on an index built from ap-
pliance ownership statistics. The statistics were obtained from a national survey
implemented year by year by the National Statistics Institute (INE), Uruguay.
The formulated question is: Can an index build from appliances ownership statis-
tics model the electricity consumption per census area in Uruguay?

Some energy-intensive appliances, such as air conditioner or electric water
heater, determine the electric consumption of a household. Some of these appli-
ances are not a basic need, and therefore not every household count with them. If
a degree of the appliances ownership is calculated for census areas, is expected to
determine an average level of electricity consumption. From the previous ques-
tion and considerations, and based on intuitive ideas, the following hypothesis
was formulated to work on it.

Hypothesis: The more energy-intensive appliances owned, the higher the po-
tential electricity consumption.

2.2 Related works

The analysis of the related literature allowed identifying several approaches for
electricity consumption characterization in several countries. Most of the ap-
proaches have applied statistical tools (e.g., multilevel and logistic regression),
such as in this article. Some relevant related works are reviewed next.

Chévez et al. studied the electricity consumption in Great La Plata, Ar-
gentina [4]. Two relevant problems of the Argentinean electricity sector were
identified: i) consumption peaks, that increased 5% per year, could not be sat-
isfied, and ii) a poor diversification of the electricity generation matrix. 1010
census areas with similar electricity consumption were identified and clustered
in eight groups applying the k-means algorithm. Results were related to socio-
demographic variables and its relevance in electricity consumption was studied.
The article concluded that electricity demands grow quickly as the ratio of peo-
ple per home and people per room increases. The greater the presence of flats in
the area, the lower the electricity consumption. In turn, the more precarious the
buildings, the greater the electricity consumption. Concerning unsatisfied basic
needs, at higher the index level, proportionally higher is the electricity demand.

McLoughlin et al. [11] analyzed energy consumption data from 3941 smart
meters in Ireland, and socio-economic, demographic, and dwelling characteris-
tics. Four parameters were considered in the study: i) total electricity consumed,
ii) maximum demand, iii) load factor (the lower, the more ”peaky” of the con-
sumption), and iv) time of use of maximum electricity consumption. Linear
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regression algorithms were developed to study how the dwelling/occupant char-
acteristics and how the owned appliances affect on the electricity consumption.
The analysis concluded that electricity consumption was negatively influenced
by a higher number of bedrooms, head of households between 36–55 years, and
a higher presence of professionals. On the other hand, it is positively influenced
by dwelling type apartments and lower/middle social classes. About appliances,
households using electricity for water heating or cooking consumed more elec-
tricity than the rest. Load factor, a measure of daily mean to daily maximum
electricity demand, was sensible to the dwelling type and the number of bed-
rooms. Time length of maximum demand is more by the number of occupants
than the dwelling type. It occurs during the morning for older heads of house-
holds, and late in the day for middle age heads of households.

Anderson et al. [1] explored inferring household characteristics of census ar-
eas from electricity consumption and number of residents for Ireland too. Data
was limited to three days (Tuesday, Wednesday, and Thursday) of October 2009.
Indicators were generated to describe household electricity consumption, consid-
ering load magnitude, summary statistics, and temporal properties. First, house-
hold characteristics were identified to infer profile indicators, applying multilevel
regression considering several explanatory variables: income, employment status
of the household response person (HRP), presence of children, and the number
of residents. Then, the most likely profile indicators to reverse the direction of
the prediction model were selected by logistic regression. Results showed an ac-
curacy close to 60% to classify the employment status of the HRP. The work
concluded that, despite the accuracy achieved, it is a feasible approach to infer
household characteristics from the electricity consumption profiles.

Villareal and Moreira [13] studied residential electricity consumption in Brazil
in 1985–2013. Residential consumption represented 26% of the electricity used
in country, and the most demanding appliances were electric shower (19%), re-
frigerator (18%), lamps (15%), TV (11%), air conditioning and freezer (5%).
Elasticity values were obtained from processing explanatory variables into linear
regressions, and used to relate variables to consumption behaviours. The follow
variables were used for the analysis: number of households on the country, avail-
able family income, electricity tariffs, appliances ownership, and social/economic
policies that affect electricity consumption directly. About extra factors, the fol-
lowing three social policies were chosen: restraining of electricity consumption,
facilitate access to electricity for low incoming families, and energy efficiency pro-
grams. Three models were developed to describe the consumption: i) considering
variables represented by time series only, ii) considering electricity restraints, and
iii) considering all the extra factors. Authors concluded that a rise of 1% in the
number of residences increases electricity consumption by 1.53%, a rises of 1% in
family income increase consumption in 0.19%, and a rise of 1% in the tariff cause
a decrease of 0.23% in the consumption. The models presented high coefficients
of determination (0.968 the first, 0.989 the rest), showing a strong relationship
between explanatory variables and electricity consumption.
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In Uruguay, Laureiro [8] analyzed residential electricity consumption based
on socioeconomic characteristics, dwelling characteristics, energy uses, and tem-
perature. Ordinary Least Square (OLS) and Quantile Regression (QR) were
applied on data from 2994 houses. A cursory analysis yielded that income per
capita is a relevant factor but not the unique, owning certain appliances (electric
water heater/air conditioner) directly impacts over electricity consumption, and
thermal comfort appliances are more common in dwellings with high electricity
consumption. The OLS analysis concluded that: i) per capita income has high
elasticity, ii) an increment of 1% in the square meters of a dwelling, increments
0.06% the electricity consumption, iii) houses consume 10.8% more than apart-
ments, iv) electricity consumption increases 8.2% for each extra air conditioner
and 17.2% for each extra electric water heater, and v) regional variables do not
impact significantly in the consumption. The QR analysis concluded that: i) the
impact of income per capita over consumption is lower in high quartiles than in
low/medium ones, ii) dwelling size impact more in higher than in lower deciles
iii) the dwelling type impacts only in medium/high deciles while building mate-
rials do not impact at alliv) air conditioners impact more in lower deciles and
electric water heaters impact equally in all deciles, vi) the impact of cooking,
washing/dryer machines, and sanitary heating have an inverted ‘U’ behaviour
(low in extreme deciles, high in medium deciles). The work concluded that al-
though the income per capita is a determining variable, it is not the only one
that impacts on electricity consumption, and other characteristics must be take
into account (e.g., family composition, dwelling characteristics, and energy uses).

This article contributes by studying the electricity consumption based on
appliance ownership data processed from national surveys in Uruguay.

3 Proposed approach for electricity consumption analysis

The proposed approach for the analysis consists of building an index that scores
the electricity consumption degree, per census areas. For the construction, data
provided by the ECH national survey from the year 2017 is used. ECH counts
with several variables, described in the following section, that quantify the appli-
ances ownership of the households. The surveyed households have geo-referenced
information in at least three census levels: departments, census sections and cen-
sus segments. Further details about the census areas are provided next.

Data is grouped by census area and the likelihood of owning the surveyed
appliance is calculated. Besides, each appliances power consumption is collected
from many local shops to weight the impact of each appliance in the final value.
For example, owning an air conditioner affect more on electricity consumption
than owning a flat TV. In the same way, each appliance is categorized by its fre-
quency of use between low, medium or high. This represents a second weighting
on the appliance consumption impact over the final result. Therefore, a fridge
that is always on affects more than a notebook computer (sporadically used)
on the final results. Frequencies are assigned as a rule of thumb guided by the
authors own experience.
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The index scores are calculated as shown in Equation 1. Given a type of cen-
sus area r with m different areas (e.g., m = 19 if r = departments), A(r) ∈ Rmxn

a matrix with one row per census area and one column per appliance likelihood
information; c(r) ∈ Rn a vector with the consumption of the n appliances; and
f (r) ∈ Rn a vector with quantified frequency of use for the n appliances. The
result is a vector index (r) ∈ Rm where each value in position i means the index
score for the area i.

index (r) = A(r)
m,n · c(r) · f (r) ·

1
...
1

 (1)

4 Data collection and processing

This section describes the data used for the analysis and how it was prepared to
be processed.

4.1 Census data

Used census data is provided by the National Institute of Statistics (INE, by its
Spanish acronym). INE collect data of different index with monthly, quarterly,
half-yearly and annual periodicity. The information is presented as a continuous
household survey (ECH, by its Spanish acronym) every year. The ECH collects
data about the labour market and income of households and individuals, from
a representative set of households distributed around the country.

Information in ECH is georeferenced by, at least, the department, the census
section, and the census segment. The definition of these georeferenced levels are
provided next:

– Department : Coincides with the nineteen different political-administrative
borders of the country.

– Census section: Corresponds to the first division level of the departments.
Each section area can be cut into blocks or not. Its borders coincide with
the ones used in the national census of 1963.

– Census segment : The segments are the subdivision of the sections. In census
locations or areas cut into blocks, corresponds to a set of blocks, otherwise,
the segments are a portion of territory that groups minor units with recog-
nisable physical limits in the terrain and can include population centres.

Only a subset of the indexes in ECH was selected for the analysis. The se-
lected indexes focus on georeferencing the data and quantifying appliance own-
ership. Table 1 list detailed information about the selected indexes.
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Table 1: Description of data from ECH (2017) used to build the index

name description type of value

dpto Code of the department Number (1-19)
nomdpto Name of the department String
secc Census section Number
segm Census segment Number
nombarrio Name of the neighbourhood String
d9 Number of residential rooms Number
d18 Energy source for lighting Number (1: electric; 2-4: other)
d260 Energy source for heating Number (1: electric; 2-6: other)
d20 Energy source for cooking Number (1: electric; 2-6: other)
d21 1 Electric water heater Number (1: yes; 2: no)
d21 2 Shower water heater Number (1: yes; 2: no)
d21 3 Fridge Number (1: yes; 2: no)
d21 4 Tube TV Number (1: yes; 2: no)
d21 4 1 Number of tube TVs Number
d21 5 LCD/Plasma TV Number (1: yes; 2: no)
d21 5 1 Number of LCD/Plasma TV Number
d21 6 Radio Number (1: yes; 2: no)
d21 8 videocassette player Number (1: yes; 2: no)
d21 9 DVD player Number (1: yes; 2: no)
d21 10 Washing machine Number (1: yes; 2: no)
d21 11 Clothes dryer Number (1: yes; 2: no)
d21 12 Dishwasher Number (1: yes; 2: no)
d21 13 Microwave Number (1: yes; 2: no)
d21 14 Air conditioner Number (1: yes; 2: no)
d21 14 1 Number of air conditioners Number
d21 15 Notebook computer Number (1: yes; 2: no)
d21 15 2 ‘Plan Ceibal’ laptops Number
d21 15 4 Other Notebooks Number

Data preparation. Preliminary analysis showed that records outside Montevideo
do not have census section nor segment values set. Therefore, the index for these
areas is evaluated only for Montevideo. The Yes/No columns were transformed
from {1,2} values to {0,1} to facilitate the multiplication by the columns that
indicate the number of appliances. Additionally, columns with common and ‘Plan
Ceibal’ laptops were merged into one with the sum of both and the lighting
columns was multiplied by the number of residential rooms to represents a light
per room. Also, to discriminate between the air conditioner and other electric
heating sources, the column indicating source was set to ‘No’ if the column
of the air conditioners has a ‘Yes’ value. The final transformation consisted of
multiplying all the columns that indicate the presence of an appliance by the
corresponding column that indicates the number of appliances in the household.

Finally, several validations were processed to assure the integrity of the in-
formation. For example, columns that indicate the number of an appliance in a
household were checked that if the value is greater than zero, then the column
indicating the presence of this appliance have the corresponding ”Yes” value. No
integrity errors were found in this last step.
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4.2 Appliance characteristics data

ECH surveys gather data about the ownership of certain household appliances.
Based on these appliances and using the information of local shops with presence
on the Internet, power consumption data was collected. Up to five different
appliance models were gathered to define the median power consumption of
each appliance. Table 2 lists the result of the data collection process, and Fig. 1
presents a bar graph of the mean power consumption together with its standard
deviation measure. It can be observed how some appliances are more energy-
intensive than others.

Table 2: List of appliances information used to build the index

appliance Mean power (W)
Frequency
of use

Power weighted
by frequency of use

lighting 11.8 medium 8.85
heating 1200.0 high 1200.00
oven 1380.0 high 1380.00
electric water heater 1600.0 high 1600.00
shower heater 1810.0 medium 1357.50
fridge 199.4 high 199.40
tube TV 124.8 medium 93.60
flat TV 85.6 medium 64.20
radio 20.2 low 10.10
VHS player 10.0 low 5.00
DVD player 10.5 low 5.25
washing machine 740.0 medium 555.00
clothes dryer 3154.0 medium 2365.50
dishwasher 1409.6 medium 1057.20
microwave 1068.0 medium 801.00
air conditioner 1290.0 high 1290.00
notebook 57.0 medium 42.75

Fig. 1: Electricity consumption of the appliances used to build the index
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4.3 Electricity consumption data

Real electricity consumption data is gathered from the ECD-UY dataset [2] and
corresponds to the electric water heater consumption subset. The records origi-
nate from different clamp/meters installed by the National Electricity Company
(UTE) in the households of their customers. The subset consists of mainly two
parts, the records of the appliance consumption disaggregated and the total ag-
gregated household consumption. The location of the households varies among
the main Uruguayan cities. For this work, only the total aggregated consumption
and the customer georeferenced information were used.

The subset contains the total consumption of 541 households on which only
242 are georeferenced. These georeferenced households are distributed into 6
departments. Household located in Montevideo are located along 12 census sec-
tions and 38 census segments. Fig. 2 shows three maps at different area level. The
marked areas in each map correspond to those for which electricity consumption
data is available in the ECD-UY dataset.

(a) Departments of Uruguay

(b) Census sections (Montevideo)

(c) Census segments (Montevideo)

Fig. 2: Maps where the marked areas represents the one that counts with real
electricity consumption data in the ECD-UY subset

The data preparation phase consisted of two steps. First, the electricity con-
sumption of customers without georeferenced data was removed from the subset.
Then, abnormal consumption values were filtered. For this task, the records with
values lower than the 15th percentile and greater than the 85th percentile were
removed.
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4.4 Implementation

The implementation consists of the next main steps: the load of the datasets,
matrices construction for power demand by appliance and appliance ownership
likelihood, processing of the index score per census area, visualization of results,
and validation of the index scores.

The processing was executed on a personal computer with average processing
power. Code was implemented in a Jupyter notebook using Python language
version 3. For the data loading and the matrices construction, the utility libraries
Pandas and Numpy were used, and the GeoPandas extension was applied for
maps generation. The resulting notebook with its processing results is available
for download at https://bit.ly/3kGUfVO.

5 Results

This section present first the result of the proposed analysis by the three differ-
ent census areas and then the results on the validation of the data using real
consumption records.

5.1 Index scores by census areas

Results of the index by department areas show a difference up to 65% between
the first and the last position. The department that results with the highest
score is Montevideo, while the one with the lowest score was Cerro Largo. In
general, the departments that present higher scores index are located on the
west and south-west coastlines. A visual inspection of the departments in the
Uruguayan map, starting from Colonia at the most southwest and pointing to
the northeast, shows a progressive increase of the index score. That is observed
at the map presented in Fig. 3. The complete list of departments together with
its resulting index score is shown in the Table 3

Table 3: Index score by departments

score department

4505.8 Montevideo
4139.5 Colonia
4097.9 Salto
4008.6 Maldonado
3964.9 Paysandu
3915.5 Rio Negro
3894.8 Soriano
3821.7 Canelones
3804.3 Artigas
3792.1 San Jose

score department

3725.7 Flores
3695.0 Florida
3559.0 Durazno
3543.8 Lavalleja
3427.0 Rivera
3385.0 Treinta Y Tres
3373.8 Rocha
3322.9 Tacuarembo
2950.7 Cerro Largo
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Fig. 3: Index scores calculated for departments of Uruguay

Results corresponding to the index score calculated by census section of Mon-
tevideo shows that the highest index score sections are located beside the south-
east coastline of the city. The difference between the highest and the lowest index
scores is up to 66%. The section with the highest score is number 10, and it cov-
ers the neighbourhoods Carrasco Norte, Buceo, Malvin, Malvin Norte, Punta
Gorda, Union, Las Canteras and Carrasco. In the opposite side, the section
with the lowest score is number 16, it covers the neighbourhoods Tres Ombues,
Victoria, Nuevo Paris, Paso de la Arena, Casabó, and Pajas Blancas. A visual
inspection on the map shown in Fig. 4 shows that starting from the southeast
coastline and pointing to the northwest, the index score decrease progressively.
Table 4 list the resulting scores by census section, together with the list of cor-
responding neighbourhoods of each section.

Finally, the index calculated by census segments shows an accumulation of
segments with highest scores on the south and southeast area of Montevideo,
while lowest scores segments are located mainly in the outskirts of the city.
Fig. 5 shows a map of census segments in Montevideo, coloured by its index
score. Results also reveal a big difference in the score among top and bottom
scored segments, differing by more than six times in the most extreme cases.
Table 5 shows a truncated list of the census segments ordered by its resulting
index score.
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Table 4: Index score by census sections

score section neighbourhoods

5444.1 10 Carrasco Norte, Buceo, Malvin, Malvin Norte,
Punta Gorda, Union, Las Canteras, Carrasco

5297.3 18 Punta Carretas, Pocitos, Cordon, Tres Cruces,
Parque Batlle, V. Dolores, Parque Rodo

5284.1 24 Pocitos, Pque. Batlle, Villa Dolores, Buceo
4981.8 14 Prado, Nueva Savona, Reducto, Capurro, Bella Vista
4898.2 23 Tres Cruces, La Blanqueada, Larrañaga
4795.5 6 Centro (Norte)
4710.5 12 Reducto, Atahualpa, La Figurita, Jacinto Vera,

Larrañaga, Brazo Oriental, Mercado Modelo, Bolivar
4549.0 15 Cordon, Palermo, Parque Rodo
4432.7 7 Cordon, Palermo
4428.4 4 Centro (Suroeste), Ciudad Vieja (Sureste), Barrio Sur
4414.0 5 Centro (Sur), Barrio Sur
4358.1 21 Peñarol, Lavalleja, Conciliacion, Sayago, Nuevo Paris

Paso de las Duranas, Belvedere
4322.9 22 Cerrito, Brazo Oriental, Villa Española, Bolivar,

Mercado Modelo, Castro, P. Castellanos
4313.7 8 Aguada
4305.6 19 La Comercial, Villa Muñoz, Retiro
4211.6 20 Aires Puros, La Teja, Prado, Nueva Savona, Belvedere,

Nuevo Paris
4162.1 3 Ciudad Vieja (Sur)
4143.9 1 Ciudad Vieja (Noreste), Centro
3907.3 13 Casabo, Pajas Blancas, Paso de la Arena, La Paloma,

Tomkinson, Cerro
3867.4 9 Colon Centro y Noroeste, Colon Sureste, Abayuba,

Lezica, Melilla
3842.9 99 Flor de Maroñas, Maroñas, Parque Guarani, Union

Bañados de Carrasco, Villa Garcia, Manga Rural,
Punta Rieles, Bella Italia, Las Canteras

3693.1 17 Casavalle, Manga, Las Acacias, Villa Española, Piedras
Blancas, Castro, P. Castellanos, Manga, Toledo Chico

3663.9 11 Ituzaingo, Jardines del Hipodromo, Flor de Maroñas,
P. Rieles, Bella Italia, Manga, Toledo Chico, Manga,
Piedras Blancas, Villa Garcia, Villa Española, Union

3621.2 2 Ciudad Vieja (Norte)
3616.8 16 Tres Ombues, Victoria, Nuevo Paris, Paso de la Arena

Casabo, Pajas Blancas

5.2 Validation of the proposed approach

For validating the proposed approach, the monthly average electricity consump-
tion is calculated and compared with the index score results. Finally, the average
consumption and the index scores are processed by an OLS linear regression to
measure the correlation between real consumption and the index score.
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Fig. 4: Index score calculated by census sections of Montevideo

Table 5: Truncated list of index scores by census segment

score section segment neighbourhoods

9249.1 10 67 Carrasco
9120.0 10 246 Malv́ın
9020.2 10 75 Carrasco
9013.0 10 74 Carrasco
8687.8 10 64 Carrasco

. . . . . . . . . . . .
2322.6 9 1 Leizica, Melilla
2235.4 2 3 Ciudad Vieja
2164.1 99 208 Bañados de Carrasco
2141.0 13 9 Cerro
1450.4 13 113 Casabó, Pajas Blancas

Fig. 6 shows the average monthly electricity consumption of departments
with available consumption data in the ECD-UY dataset. The calculation of
the consumption is based on 242 georeferenced customers unequally distributed
in departments. The comparison of the real consumption and the index score
results shows that only two of the six departments, Montevideo (72 customers)
and Paysandú (152), are in the same order. These two departments are the ones
with more real data available, and therefore, its calculated average consumption
is more reliable than the rest (which accounts for just six or less customers each).

OLS was performed with average real consumption and index score data.
Results showed no correlation between the values but it should be taken into
account the low number of samples that conform the calculation of average
consumption. It is necessary to repeat the experiments with a more reliable
calculation of real average monthly consumption.
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Fig. 5: Index score calculated by census segments of Montevideo

Fig. 6: Monthly average consumption from real data in ECD-UY dataset

Regarding the validation of the index by census section/census segment, the
available real data is even more limited. For census sections, the available data
is from 72 customers distributed in 12 sections, meaning an average ratio of 6
customers per section. For census segments, the 72 customers are distributed in
38 segments and its average ratio is lower than 2. Both cases are not statistically
representative, and therefore, a full validation is not possible in this case.

6 Conclusions and future work

This article presented an electricity consumption analysis based on household
appliance ownership data processed from national surveys in Uruguay. The pro-
posed approach consists of building an index to score the potential electricity con-
sumption in three different census areas: departments, sections, and segments.
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Analysis of residential electricity consumption by areas in Uruguay 15

Appliance information was collected from several sources and processed to
build the proposed index. Results showed that departments located the South-
eastern coastline have the highest index scores while departments in the north
and northeast have the lowest ones. Regarding census sections and segments, the
index was performed only for Montevideo and results show the highest scores
in the south/southeast coastlines and lowest scores in the outskirts of the city.
Census segments show great differences, up to six times, between extreme values.
Validation of the index was limited by the lack of more real data.

The main lines for future work are related to study the relationship between
the index and socioeconomic variables provided by the ECH, such as household
incoming, education level, number of kids, among others. Also, updating the
index to consider data from last and previous ECH versions, to study the index
evolution along time.
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Abstract: One of the most important things in a microgrid is the real-time 

measurement of all its elements, whether they are consumers or energy producers 

so that at the end of an established period, the total balance of production-

consumption is carried out. It is at this moment when the energy distribution 

company and its costs become important. Focusing on it, a measurement system 

based on an infrared sensor and Arduino has been developed, to which a specific 

software is installed that allows obtaining the value of the instantaneous power 

consumed by the microgrid from the reading of the LED indicator of metrology of 

the meter of the distribution company with an error less than 1% daily. This means 

an important improvement in the knowledge of the energy consumption of the 

microgrid and implies an advance in the understanding of the electric bill allowing 

reducing its cost in the contracted terms. 

 

Keywords: Electric Smart microgrids, Arduino, Consumption, Measurement 

system. 

1 Introduction 

A microgrid is a concept used to define a group of interconnected loads and distributed 

energy resources within clearly defined electrical boundaries that act as a single 

controllable entity regarding the distribution network. A microgrid can be connected 

and disconnected from the grid to allow it to operate in grid-connected or island mode 

[1][2][3]. 

To manage a microgrid properly, it is essential to have a system of measurement, 

communication, and control in real-time. This remote monitoring will help in the 

management of the load and generation of the whole set, making it a semi-autonomous 

or autonomous microgrid and significantly reducing the response time to supply 

problems that may arise. With its implementation, an evolution from a microgrid to an 

intelligent network is achieved, providing the system with two-way communication 
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technologies, cyber-security, and intelligent software applications within its entire field 

of action.  

In this way, greater security and knowledge of all the installed systems are achieved. 

After the study of the collected data, there is the possibility of modifying the 

management mode, to improve it [4][5]. 

There are various communication technologies within this context, some of which 

are copper conductors, optical fibre, power line communication, and wireless 

communication. Among them, the most outstanding and most used today is the wireless 

one, due to its high monitoring accuracy, its tolerance to failures, and the capacity to 

cover large areas thanks to the remote control without the need of civil works [6].  

In turn, several standard communication protocols provide remote control and 

protection of the critical components that make up the microgrid, such as the Modbus, 

Profibus, or Fieldbus Foundation protocol. 

For the total control of the microgrid, measurement mechanisms must be installed in 

each of the loads/generation systems, or group them by transformer stations. But if what 

is sought is the generation or total consumption of the entire microgrid the point of 

interest is the PCC (Point of common coupling) or meter of the distribution company. 

Point where the sum of energy generated/consumed by the entire microgrid is collected 

[7][8][9]. 

Thanks to the knowledge of these readings, different management strategies can be 

defined [10], such as storing energy in situations where production is greater than 

consumption, or providing energy at times when generation does not cover all the needs 

of the different centres of consumption. 

The introduction of smart meters have provided detailed information on customer 

energy consumption [11]. In Spain, the National Commission for Markets and 

Competition (CNMC) has among its functions to ensure that customers have access to 

their consumption data in an understandable, harmonized and rapid manner [12][13]. 

However, at no time is indicated that access to data is in real-time. 

The electricity distribution companies that own these smart meters allow access to 

the fifteen-minute average data used to prepare the electricity bill, which is not useful 

to carry out the real-time management of a smart microgrid. 

The smart meters are technically prepared to perform instant queries [11] in real-

time. However, communication can be slowed down by performing instant readings, 

generating a time lag that makes it difficult to perform in real-time on the microgrid. 

In the case of the presented case study, after contacting the distribution company, 

they allowed access to this data for a brief period, less than a month, for testing 

purposes, but in no case did they grant access continuously. The only option to obtain 

the same measurements as the distribution company is to duplicate the measurement 

cell of the entrance substation or replace the current one with another double output 

measurement cell and in both cases install another meter. Either of these two options, 

apart from being costly (they can cost more than 3500€ between materials and 

installation work), are complex due to the reduced space available within the substation 

to install everything necessary. 
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For this reason, it is necessary to look for alternatives to know in real-time the value 

of the energy consumed by the microgrid or the energy injected into the distribution 

network from the microgrid. 

This work aims to define an alternative measurement system for the intelligent meter 

of a microgrid, and of low cost that allows knowing in real-time the energy consumed 

from the distribution network or the one injected to it. The rest of the paper is as follows: 

section 2 explains the case study, showing the consumption of the microgrid and how 

it is currently measured. Section 3 presents the proposed new measurement system, the 

elements used and its installation. Section 4 details the results obtained. Finally, the 

conclusions obtained and the cited bibliography is presented. 

2 Measurement of consumption in the CEDER microgrid. 

The microgrid under study belongs to CEDER, which is the Centre for the 

Development of Renewable Energies. It is located in the municipality of Lubia, in the 

province of Soria and belongs to the Centre for Energy, Environmental and 

Technological Research (CIEMAT), which is a Public Research Organisation, currently 

dependent on the Ministry of Science and Innovation. It covers an area of 640 ha with 

more than 13000 m2 built in three separate areas.  

The CEDER microgrid starts from a 45 kV distribution line and serves a 45/15 kV 

(1000 kVA) substation. From this substation, it is distributed in medium voltage through 

an underground network to 8 transformer stations that adjust the voltage to 400 V three-

phase low voltage. The network can be operated both in ring mode, which allows a 

medium voltage perimeter of 4,200 meters and in radial mode. 

At CEDER, the loads are the elements that make up the centre, being the different 

buildings and their equipment (motors, lighting, boilers, laboratories, etc.) the energy 

demanders for its operation and thanks to which the daily activity of the centre is carried 

out. All these loads are connected to the low voltage network and have different 

consumption profiles, which are similar to those that can be found in an industrial 

environment, in the service sector, or even in domestic consumption. 

To measure consumption, apart from the meter of the distribution company, CEDER 

has eight power grid/energy quality analysers (PQube). There is one in each transformer 

station, on the low voltage side. These analysers are also connected to the CEDER data 

network through an Ethernet card, so we can access their readings from any point of the 

centre.  

To obtain the real power consumption of CEDER, besides the sum of the values 

measured by the PQube, we would have to add the consumption of the transformation 

centres (given that the PQube are on the low voltage side and therefore do not measure 

their consumption or losses) that we obtain from the test protocols of each of the 

CEDER transformation centres and that vary according to their load, and the possible 

losses due to the more than four kilometres of cabling that form the CEDER microgrid. 

Figure 1 and Figure 2 show the comparison between the value obtained from the sum 

of the PQube and the value of CEDER consumption on April 5 and 25, 2020 

respectively.  
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Fig. 1. Comparative CEDER consumption - Sum PQubes (05/04/2020). 

 

Fig. 2. Comparative CEDER consumption - Sum PQubes (25/04/2020). 

The curves are parallel and the difference between both is due to the consumption of 

the transformer stations. It can also be observed that in low power values (close to zero), 

the curves are closer together.  

If instead of one day, we see the data of a whole month, we get the results shown in 

Figure 3. 
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Fig. 3. Comparative CEDER consumption - Suma PQubes (April 2020). 

The PQube equipment is very complete and robust, but they also have a high cost (more 

than 2000 € each equipment), so we are going to look for an alternative measurement 

system that allows obtaining similar results to those obtained with the PQube with a 

much lower cost. 

3 Proposed measurement system 

To understand the measurement system to be used, it is necessary to know the smart 

meter installed by the distribution company. It is a meter model ACTARIS SL7000, it 

is a static meter, polyphase, in four quadrants, of multiple tariffs. 

This counter has LED metrology indicators. The visible metrology pulses 

proportional to the active and reactive energy consumption are indicated by two LED 

indicators that blink according to the metrological constant marked on the front of the 

meter (imp/kWh or imp/kVAh). 

This LED indicator is used by distribution companies to perform check readings in 

the field, in situations where automated reading fails, and temporarily perform manual 

readings through the optical reading port.  

The direct connection specifications, as shown on the meter are nominal voltage 230 

V, maximum voltage 400 V, nominal current 1 A, and maximum current 10 A. 

Furthermore, the metrology constant for active energy is 10000 imp/kWh, that is to 

say, the LED light would flash 10000 times in an hour for every kWh imported or 

exported from the distribution network, provided that there was a direct voltage/current 

ratio. 

In our case, there is no direct current-voltage ratio, but there is a transformation ratio 

for current 10/5 A and voltage 16500/120 V. 

These three parameters, metrology constant, and the current and voltage 

transformation ratios will allow us to calculate, from the pulses of the LED light in a 

given period, the imported or exported active power recorded by the meter. 
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To measure these pulses, a measurement system based on an Arduino One will be 

used, with a microSD card where the operating system and software to be used are 

installed, connected to an optical sensor (an infrared meter that allows the measurement 

of the light pulses of the led light of the meter) and to an Ethernet card for Arduino. The 

cost of this equipment is less than 150 €. 

Once the measurement system is installed, placing the optical sensor in front of the 

infrared communication port of the active power (see Figure 4), it is necessary to 

develop the software that allows calculating the active power from the number of light 

pulses of the meter using the three parameters of the meter that we have seen previously. 

 

Fig. 4. Mounting the measuring system on the counter.  

By default, Arduino stores the measured data on a microSD card, but this would not 

allow us to see it in real-time from the control system, which is why the Ethernet card 

is used to connect it to the CEDER data network and communicate with it.  

Data transmission from the Arduino to the control centre can be done in two different 

ways: 

▪ Arduino can be programmed to work as a web server and publish the measured 

values on a web page from which our control system will read them. 

▪ Arduino can be programmed to have Modbus TCP communication and the 
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control system communicates directly with it, defining it in its configuration 

file. 

After several tests with each of the two systems, it has been proven that Modbus 

communication is faster and more robust than the web server, so it will be the latter 

system that is used. 

4 Results obtained 

Once the Arduino based measurement equipment is installed and programmed, and the 

communication with the CEDER microgrid control system is established, the data 

acquisition begins.  

Comparing the data obtained with this measurement system based on Arduino with 

the consumption of CEDER obtained from the measurements of the PQube network 

analyzers plus the consumption of the transformer stations, it can be seen in Figure 5 

and Figure 6 (for the 5th and 25th of April respectively), that the results are practically 

the same. 

 

Fig. 5. Comparative CEDER consumption - Arduino measures (05/04/2020) and error 
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Fig. 6. Comparative CEDER consumption - Arduino measures (25/04/2020).  

Graphically, it can be seen that the two curves are practically the same, there are 

hardly any differences between the two measurement systems. These variations can be 

somewhat higher in the proximity of zero kW and below -40 kW.  

If we analyze the results numerically, averaging the measurements in real-time to 

periods of fifteen minutes, which is how the electricity distribution company accounts, 

we obtain the results shown in Table 1. 

Table 1. PQube, Arduino and Real Consumption Data (25/04/2020).  

Time  

Measures PQube + 

consumption Transformer 

Substations 

Arduino measures Difference 

CONSUMPTION 

(Wh) 

INJECTED 

(Wh) 

CONSUMPTION 

(Wh) 

INJECTED 

(Wh) 

CONSUMPTION 

(Wh) 

INJECTED 

(Wh) 

0:00 39641 0 39777 0 136 0 

0:15 40128 0 40365 0 237 0 

0:30 39909 0 39913 0 4 0 

0:45 38639 0 39016 0 377 0 

1:00 39492 0 39890 0 398 0 

1:15 40203 0 40311 0 108 0 

1:30 40671 0 41191 0 520 0 

1:45 39959 0 40111 0 152 0 

2:00 40690 0 40628 0 -62 0 

2:15 40339 0 40470 0 131 0 

2:30 40818 0 40945 0 127 0 

2:45 39155 0 39267 0 112 0 

3:00 40746 0 41103 0 357 0 

3:15 40062 0 40522 0 460 0 
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Time  

Measures PQube + 

consumption Transformer 

Substations 

Arduino measures Difference 

CONSUMPTION 

(Wh) 

INJECTED 

(Wh) 

CONSUMPTION 

(Wh) 

INJECTED 

(Wh) 

CONSUMPTION 

(Wh) 

INJECTED 

(Wh) 

3:30 39377 0 39682 0 305 0 

3:45 40174 0 40369 0 195 0 

4:00 39659 0 40149 0 490 0 

4:15 39822 0 40136 0 314 0 

4:30 41201 0 41191 0 -10 0 

4:45 39964 0 39931 0 -33 0 

5:00 40171 0 40256 0 85 0 

5:15 41457 0 41584 0 127 0 

5:30 41772 0 42068 0 296 0 

5:45 44279 0 44420 0 141 0 

6:00 45794 0 46104 0 310 0 

6:15 45960 0 46469 0 509 0 

6:30 45489 0 45263 0 -226 0 

6:45 44522 0 44996 0 474 0 

7:00 40575 0 40940 0 365 0 

7:15 40247 0 40377 0 130 0 

7:30 38322 0 38414 0 92 0 

7:45 37600 0 37691 0 91 0 

8:00 38436 0 38464 0 28 0 

8:15 35475 0 35507 0 32 0 

8:30 28547 0 28538 0 -9 0 

8:45 23425 0 23596 0 171 0 

9:00 17699 0 17709 0 10 0 

9:15 12697 0 12719 0 22 0 

9:30 6564 0 6415 0 -149 0 

9:45 2257 0 1944 0 -313 0 

10:00 0 1999 0 1800 0 -199 

10:15 0 6701 0 6586 0 -115 

10:30 0 13096 0 12953 0 -143 

10:45 0 16597 0 16421 0 -176 

11:00 0 21312 0 21516 0 204 

11:15 0 30239 0 29895 0 -344 

11:30 0 32089 0 31797 0 -292 

11:45 0 24370 0 23983 0 -387 

12:00 0 19393 0 19192 0 -201 

12:15 0 21409 0 21262 0 -147 

12:30 0 14532 0 14105 0 -427 

12:45 0 2726 0 2891 0 165 

13:00 0 14188 0 13810 0 -378 
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Time  

Measures PQube + 

consumption Transformer 

Substations 

Arduino measures Difference 

CONSUMPTION 

(Wh) 

INJECTED 

(Wh) 

CONSUMPTION 

(Wh) 

INJECTED 

(Wh) 

CONSUMPTION 

(Wh) 

INJECTED 

(Wh) 

13:15 0 9719 0 9778 0 59 

13:30 0 4406 0 4437 0 31 

13:45 20396 0 20983 0 587 0 

14:00 28862 0 29277 0 415 0 

14:15 26628 0 26935 0 307 0 

14:30 24526 0 24858 0 332 0 

14:45 21314 0 21742 0 428 0 

15:00 19569 0 19975 0 406 0 

15:15 17618 0 17818 0 200 0 

15:30 14034 0 14243 0 209 0 

15:45 6539 0 6660 0 121 0 

16:00 13150 0 13294 0 144 0 

16:15 20361 0 20664 0 303 0 

16:30 22077 0 22376 0 299 0 

16:45 20838 0 20988 0 150 0 

17:00 21962 0 22143 0 181 0 

17:15 22431 0 22622 0 191 0 

17:30 24965 0 25167 0 202 0 

17:45 27476 0 27580 0 104 0 

18:00 29664 0 29878 0 214 0 

18:15 28709 0 28800 0 91 0 

18:30 27227 0 27340 0 113 0 

18:45 26031 0 26210 0 179 0 

19:00 27460 0 27703 0 243 0 

19:15 28202 0 28346 0 144 0 

19:30 32758 0 32731 0 -27 0 

19:45 35131 0 35304 0 173 0 

20:00 37722 0 38001 0 279 0 

20:15 38605 0 38879 0 274 0 

20:30 39572 0 39810 0 238 0 

20:45 37793 0 38157 0 364 0 

21:00 39395 0 39820 0 425 0 

21:15 40665 0 41043 0 378 0 

21:30 41105 0 41193 0 88 0 

21:45 39960 0 40021 0 61 0 

22:00 40463 0 40408 0 -55 0 

22:15 40014 0 40002 0 -12 0 

22:30 40497 0 40266 0 -231 0 

22:45 39595 0 39565 0 -30 0 
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Time  

Measures PQube + 

consumption Transformer 

Substations 

Arduino measures Difference 

CONSUMPTION 

(Wh) 

INJECTED 

(Wh) 

CONSUMPTION 

(Wh) 

INJECTED 

(Wh) 

CONSUMPTION 

(Wh) 

INJECTED 

(Wh) 

23:00 41101 0 41160 0 59 0 

23:15 40762 0 40706 0 -56 0 

23:30 39859 0 39700 0 -159 0 

23:45 39103 0 39053 0 -50 0 

 

The consumption of the distribution network by CEDER's microgrid on 25 April 

2020, measured with PQube network analyzers is 677 kWh, while that obtained with 

the Arduino based measurement system is 674 kWh. The difference between both 

measurement systems is 3 kWh, which is 0.44%. 

If we look at what CEDER's microgrid injects into the distribution network, with the 

PQube there is 57.6 kWh, while with the Arduino we have 58.1 kWh. The difference is 

only 0.5 kWh, which represents 0.86%.  

f we look at each of the periods averaged individually, we see that the biggest 

differences when there is consumption, have a value of less than 600 Wh (587, 520 and 

509). In the case of injection into the grid, the greatest differences are barely 400 Wh 

(427, 387 and 378). 

It can also be seen that the measurement with the Arduino is not always higher than 

the measurement with the PQube, but it changes from one period to another, thus 

compensating for the total daily value. Thus, the average difference between the two 

measurement systems is 0.119 kWh in the 96 fifteen-minute periods that a day has.  

The total energy measured by Arduino during the day is 615.8 kWh while the sum 

of the PQube plus the consumption of the transformation centres and the losses in the 

cabling is 619.8 kWh, which means an error of 3.97 kWh which represents 0.409% 

during the whole day.  

If we analyze the data of the 5th of April 2020, they are similar, although the 

differences are slightly higher. In the case of distribution network consumption, 

measured with the PQube, 558.6 kWh are obtained, while with the Arduino based 

measurement system, 563.8 kWh are obtained. The difference between both 

measurement systems is 5.2 kWh, which is 0.93%. 

In the injection to the distribution network, with the PQube, 212.5 kWh are obtained, 

while with the Arduino, 211.2 kWh are obtained. The difference is only 1.3 kWh, which 

represents 0.61%.  

If we compare each of the periods averaged individually, the greatest differences 

occur for values close to zero (1.89, 1.63 and 1.58) and values below -40, that is to say 

when the microgrid injects more than 40 kW into the distribution network (1.39, 1.58 

and 1.25). For all other values, the differences are less than 1 kWh. 

If we do the study for a longer period, and instead of a day, we analyze a full month, 

we will have the results shown in Figure 7. 
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Fig. 7. Comparative CEDER consumption - Arduino measures (April 2020). 

We see that the results obtained for one month are similar to the daily ones and no 

major differences are observed in Figure 7 between the two measurement systems 

studied. Generally, it is observed that the greatest differences occur for values around 

zero and values below -40 kWh. 

If we analyze the data numerically, we get the following results: 

▪ The consumption of the distribution network during April 2020 by CEDER's 

microgrid, measured with PQube network analyzers is 21808 kWh, while that 

measured with the Arduino based system is 21825 kWh. The difference 

between both measurement systems is only 17 kWh, which is 0.077%. 

▪ If we look at the injection of CEDER's microgrid into the distribution network, 

with the PQube we get 1650 kWh, while with the Arduino we get 1658 kWh. 

The difference is 8 kWh, which represents 0.48%.  

Table 2 shows the average differences between the two measurement systems used 

for all days in April 2020. 

Table 2. Average daily differences between the two measurement systems (April 2020). 

Day 

Consumption 

obtained from 

PQubes (Wh) 

Consumption 

obtained from 

Arduino (Wh) 

Difference  

 (Wh) 

Error 

(%) 

01/04/2020 879.96 874.43 5.53 0.63 

02/04/2020 778.97 778.26 0.71 0.09 

03/04/2020 356.10 355.30 0.80 0.22 

04/04/2020 302.32 306.26 3.94 1.30 

05/04/2020 351.37 353.50 2.13 0.61 

06/04/2020 636.82 635.36 1.46 0.23 

07/04/2020 576.65 575.91 0.74 0.13 
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08/04/2020 649.26 651.20 1.94 0.30 

09/04/2020 538.90 541.08 2.18 0.41 

10/04/2020 825.46 823.32 2.15 0.26 

11/04/2020 694.97 694.81 0.16 0.02 

12/04/2020 531.42 524.82 6.60 1.24 

13/04/2020 679.33 681.49 2.16 0.32 

14/04/2020 735.24 733.88 1.36 0.18 

15/04/2020 865.15 860.49 4.67 0.54 

16/04/2020 865.79 867.00 1.21 0.14 

17/04/2020 721.74 719.97 1.76 0.24 

18/04/2020 696.69 700.77 4.08 0.59 

19/04/2020 710.01 713.65 3.63 0.51 

20/04/2020 768.87 767.06 1.81 0.24 

21/04/2020 976.49 968.50 7.99 0.82 

22/04/2020 805.00 801.66 3.34 0.42 

23/04/2020 723.40 726.33 2.93 0.40 

24/04/2020 617.25 616.55 0.70 0.11 

25/04/2020 615.83 619.86 4.03 0.66 

26/04/2020 717.06 718.61 1.55 0.22 

27/04/2020 753.97 756.22 2.25 0.30 

28/04/2020 655.46 653.73 1.73 0.26 

29/04/2020 434.16 439.81 5.65 1.30 

30/04/2020 703.79 694.87 8.93 1.27 

 

The average difference in April 2020 is 2.94 kW and represents a measurement error 

of 0.44%. The maximum difference between the two measurement systems occurs on 

April 30, 8.93 kW (error 1.28%) and the maximum error occurs on April 4 and 29, 

reaching a value of 1.3%. 

5 Conclusions 

This paper proposes a low-cost measurement system that allows real-time readings of 

any meter with active and reactive energy metrology LEDs to know the instantaneous 

power consumed or injected into the distribution network by a microgrid. This 

measurement system avoids having to duplicate the measurement cell at the entrance of 

a microgrid connected to the distribution network with the consequent cost savings.   

Its operation has been tested on the CEDER electric microgrid for validation and has 

allowed knowing the energy measured by the meter in real-time, that is to say, the 

energy consumed or injected into the distribution network by the microgrid with an 

error of less than 1% in the worst case. 

In this way, greater control of the production of the microgrid generation sources and 

their consumption is achieved, which translates into better management of the total 

invoice of the system with the distribution company, eliminating ranges of contracted 

power and their respective costs. 

Besides, this low-cost measurement system, based on an Arduino and an infrared 

sensor, obtains measurements that are practically the same as those obtained with the 

previous system used at CEDER, based on PQube, significantly reducing the cost of the 
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system for recording the readings of the different generation and consumption elements 

of the microgrid. 
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Abstract. The management of the building characteristics faces a series of un-

certainties that influence its energy performance: climate, volumetry or operat-

ing conditions. It is important to have a low-cost system that performs this 

management by optimizing the coupling between production and consumption. 

The knowledge of the relationship between the annual thermal needs with dif-

ferent construction parameters can help to define this management system. This 

methodology will allow understanding the expected HVAC consumption based 

on easily available information. 

In this work, a numerical methodology has been used to estimate the thermal 

loads of a building without internal gains. A simulation environment has been 

developed to execute a sensitivity analysis through the coupling between 

TRNSYS 16.1 and GenOpt. Volumetry, building materials according to the 

Spanish regulations and percentage of windows on the external façades are 

evaluated as analysis variables of the parametric study. Heating, cooling and to-

tal loads have been calculated to quantify the influence of the analysis variables. 

More annual loads are required for the oldest regulations. The increase of the 

number of plants and floor area reduces the annual thermal loads. Higher per-

centages of glass on the external façades lead to higher annual demands, being 

more marked in the east and west orientations. The variation of the building en-

velope is obtained as the most influential factor. Finally a statistical study has 

been performed to assess the annual trends reached for heating and cooling 

needs. Heating trends point to more stability with two defined intervals while 

cooling trends are more asymmetric. 

 

Keywords: Energy Efficiency in Buildings, Sensitivity Analysis, Multivari-

able construction evaluation, Thermal Loads. 

1 Introduction 

Cities are one of the highest energy consumers in many industrial and high population 

countries so much research is underway to promote the development of “Low Carbon 

Cities”: This concept has primarily focused on ways to reduce the impacts of current 

energy consumption in transportation and buildings. In urban areas, increased popula-

tion growth and energy demand in buildings have resulted in greater energy consump-

tion thereby driving the global share (75%) of GHG emissions [1]. Inefficient build-
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ing construction and equipment leads to an increased of GHG emissions, having a 

deep impact on the climate change. A building’s operation is subject to several driv-

ing forces such as climate, site and location, geometry, façade and fenestration, archi-

tectural design, internal loads, ventilation systems, heating and cooling equipment, 

and control units. During its 50–100 years lifespan, a building may change its opera-

tional requirements [2]. Therefore, it is necessary to develop analytical methods to 

model building performance under future scenarios in response to climate change. 

The operation of a building management system has many uncertainties that pro-

duce strong deviations from the real situation: representative climatology [3], volume-

try or operating characteristics [4]. The main objective of this article is to establish a 

relationship between the thermal loads of a free-running building with different con-

struction parameters that define it, such as height, envelope properties or ratio of win-

dows on the external façades.  

This work takes place under the SISGENER Project [5] that aims to develop a low-

cost comprehensive energy management system. This system establishes, in an opti-

mized way, the management of the energy generation and consumption that is carried 

out in buildings with centralized services, implementing new predictive techniques on 

simplified dynamic models [6], facilitating preventive maintenance tasks. One of its 

objectives is the development of simplified buildings models and energy systems with 

low computational cost to characterize their energy behaviour. 

As the considered parameters are easy to obtain for any building, it is easy to ex-

tend the study to a district level, defining its building stock. The knowledge of the 

thermal load profile for one or a few reference buildings in a location make possible 

to estimate the overall needs of all the buildings in a district [7]. An estimation of the 

future demand allows optimizing the production and maximizing the use of renewable 

energies, reducing convectional energy consumption without losing comfort condi-

tions, thus achieving an efficient production from an energy and economic point of 

view, complying with the principles that govern Smart Cities. 

The optimized evaluation of a building management system requires an adequate 

characterization of heating and cooling loads. There are different methodologies to 

quantify the building energy performance, which can be differentiated in three catego-

ries: statistical models, numerical models and hybrid models [8]. The statistical mod-

els use mathematical correlations between the building constructive and operational 

properties and the environmental conditions to which they are subjected with their 

energy behaviour. These approximations usually do not require physical information 

of the building and are fed by real data [9-10]. The numerical models use physical 

principles to characterize energetically a building through the knowledge of its con-

structive, operational and functional characteristics [11]. These kind of approaches 

solve a set of mathematical equations that describe the energetic behaviour of the 

building [12-13]. The hybrid models use numerical models coupled with statistical 

models to characterize the energy behaviour of buildings. This methodology solves a 

set of mathematical equations defined by numerical models using real databases as 

inlet information [14-15]. 

In this work, a numerical methodology has been used to estimate the thermal loads 

of a building according to different inputs. The knowledge of the physical balance is a 
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key aspect to understand the sense of the constructive parameters influence. For this 

purpose, a sensitivity analysis has been carried out through a simulation environment 

that combines a dynamic simulation program with an optimization program. The cou-

pling between these tools gives numerous simulation batteries that consider different 

options of a free-running building with constant temperature set points. Subsequently, 

a comparison between the obtained thermal loads has been made to determine the 

influence of the variables analysed in the sensitivity study. Finally, a statistical study 

has been carried out to identify the average, extreme values or the deviations obtained 

for the annual building thermal loads. 

2 Methodology 

Dynamic simulation programs are excellent tools to quantify the energy performance 

of multiple transitory systems such as conditioned buildings. These models consider 

the energy balances produced by external and internal fluctuations, solving the cou-

pled and time-dependent equations based on its boundary conditions and input varia-

bles. The use of these tools allow the estimation of the building response when differ-

ent variables are modified, assessing its influence on the annual energy loads [16]. In 

this framework, a simulation methodology has proposed to estimate the energy re-

sponse of generic buildings when different constructive conditions are applied. This 

method solves a set of coupled mathematical equations with a time step of 1 hour and 

without real measurements. 

In order to study the influence of geometry and construction variables on the build-

ing thermal loads, a local sensitivity analysis has been performed. This study has been 

carried out coupling a dynamic simulation program (TRNSYS) [17] with a parameter-

ization program (GenOpt) [18], as shown in Figure 1. 

 

Fig. 1. Simulation environment to evaluate the energy performance of an unoccupied building 

2.1 Base case 

The dynamic simulation program TRNSYS has been used to assess the annual 

thermal loads required for conditioning the building. 

The base case is a square floor plan building with a height between floors of 3 m, 

without internal gains (occupation, lighting and equipment). Seasonal temperature set 
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points have been fixed at 21ºC for heating and 26ºC for cooling, with 2ºC oscillation. 

The reference building is located in Zamora, characterized by a cold and semi-arid 

climate with little annual rainfall. The summer season is short, hot and dry; while the 

winter season is cold and windy. The climate file provided by the Spanish Technical 

Building Code has been used [19]. 

 

2.2 Simulation environment 

A sensitivity analysis has been carried out in a simulation environment coupling 

TRNSYS, as the simulation engine, with GenOpt, as the tool for the execution of 

different simulation batteries. Only one analysis variable is modified in each battery 

while the rest remains steady. The evaluated variables are: number of floors (2, 4 and 

6), floor area (200, 400 and 600 m
2
), envelopes according to Spanish regulations for 

Zamora (NBE-CT79, CTE2006 and CTE2013) and percentage of the glass cover on 

the four main façades (25, 50 and 75%). The studied regulations correspond to the 

periods of 1979-2005 (NBE-CT79), 2006-2012 (CTE2006) and after 2013 

(CTE2013). Table 1 shows the limit values of the global heat transfer coefficients 

defined for the envelope (exterior walls, ground and roof), windows and frames for 

these three standards. Finally, the annual building heating and cooling loads have 

been established as cost functions in the parametric evaluation, giving a total of 2187 

simulations. 

Table 1. Overall heat transfer coefficient of the building envelopes for the climatic zone D2. 

Constructive element Ulimit (W/m2K) 

NBE-CT79 CTE2006 CTE2013 

Exterior wall 1.40 0.66 0.27 

Ground 1.00 0.66 0.27 

Roof 0.90 0.38 0.22 

Window 3.44 1.43 0.98 

Frame 4.00 2.20 2.20 

3 Results 

The results provided by the simulation batteries are studied taking as a reference the 

average annual thermal load per m
2
 of surface area, and the seasonal thermal loads 

(heating, cooling and total). In this way, the annual building needs with different vol-

umes can be compared, attending to the compactness or the ratio between the volume 

of the building and the envelope area. 

 

3.1 Global results 

Once the thermal loads of the different studied options are calculated, the extreme 

cases of the series are identified for heating, cooling and total. Table 2 shows the ge-
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ometric and constructive characteristics of these extreme cases (maximum and mini-

mum values) obtained for the three series of annual loads. 

Table 2. Geometrical and constructive characteristics of the extreme cases obtained for the 

annual total, heating and cooling loads. 

Extreme 

Case 
Nº Floor 

Surface Area  

(m2) 

Construction 

Normative 

Window Ratio (%) 

South North East West 

Minimum heat 6 600 CTE2013 75 25 75 25 

Maximum heat 2 200 NBE-CT79 25 75 25 75 

Minimum cool 6 600 NBE-CT79 25 25 25 25 

Maximum cool 4 200 CTE2006 75 75 75 75 

Minimum total 6 600 CTE2013 50 25 25 25 

Maximum total 2 200 NBE-CT79 75 75 75 75 

 

Figure 2 represents the annual values of heating loads (Qheat, blue bars), cooling 

loads (Qcool, brown bars) and total loads (Qtot, green bars) identify for the six ex-

treme cases. Higher differences are obtained for heating than cooling loads when 

comparing the maximum and minimum cases, reaching percentages of increase of 

80% and 9% respectively. 

 

Fig. 2.Annual demands for heating, cooling and total for the 6 extreme cases 

Analysing the results for heating, it is observed that higher constructive quality in 

the envelope provides lower values of annual thermal loads. This occurs with con-

struction regulations after 2006. The greater the compactness the lower the thermal 
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loads. Finally, it highlights the strong influence obtained when the ratio of the glazed 

part to the opaque part of the façade differs depending on the orientation.  

Large windows in the south and east façades are associated with higher overall so-

lar gains and morning gains respectively, resulting in a reduction of heating loads. In 

these orientations the solar accumulation at first hours and during the day produces a 

positive balance in spite of the losses that are associated to bigger windows. On the 

contrary, lower percentage of windows in north and west orientations provide better 

results in thermal heating loads. In these orientations the losses produced by large 

windows give rise to a negative heat balance. 

The global results obtained for cooling show that the increase of the window ratio 

to the façade leads to greater solar gains in summer, resulting in higher thermal loads. 

Therefore, in order to minimize the cooling loads, the size of windows in all orienta-

tions should be minimized. The construction quality of the envelope has a significant 

influence on the building cooling needs. A poorer quality of construction elements 

results in lower cooling loads. However, the maximum values are not produced for 

the most restrictive regulation (CTE2013), the peak is produced with the 2006 regula-

tion. The greater the compactness, the lower the cooling loads. 

The obtained results for the total loads are very similar to those obtained for heat-

ing. In these cases the greater annual contribution is produced during the winter peri-

od. The main difference between both series is reached for the optimization of the 

window ratio in the façades. This is due to the fact that the total annual balance must 

take into account both the heating and the cooling, trying to minimize the thermal 

loads in both periods. In the annual calculation, the best combination of the window 

percentage to minimize the total loads is 25% in the north, east and west façades and 

50% in the south façade. This combination implies minimizing the annual losses for 

the most unfavourable orientations, minimizing the morning heat contributions and 

optimizing the heat contributions provided by the south façade throughout the year. 

The maximum values of total thermal loads are produced with the highest percentage 

of windows in all orientations. 

In order to analyse the energy behaviour of the building under different construc-

tive conditions, the annual thermal loads of four reference buildings have been evalu-

ated: E1, E2, E3 and E4, whose geometric and constructive characteristics are shown 

in Table 3. Building E1 represents the maximum value of total annual load. Building 

E2 represents the minimum value of total annual load. Buildings E3 and E4 represent 

buildings with a total thermal load close to the intermediate value. 

Table 3. Geometrical and constructive characteristics of the 4 representative buildings studied. 

Building  

Case 
Nº Floor 

Surface Area  

(m2) 

Construction 

Normative 

Window Ratio (%) 

South North East West 

E1 2 200 NBE-CT79 75 75 75 75 

E2 6 600 CTE2013 50 25 25 25 

E3 4 400 CTE2006 50 50 50 50 

E4 4 600 NBE-CT79 50 25 25 25 
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The thermal loads obtained for the four representative buildings are shown in Fig-

ure 3, as well as the average value of the simulations battery. In this graph the annual 

values of heating loads (blue bars), cooling loads (brown bars) and total loads (green 

bars) are indicated.  

 

Fig. 3. Annual heating, cooling and total loads obtained for the 4 representative buildings and 

the average value of the studied series. 

Comparing the two intermediate reference buildings with the complete series, E3 

decreases 30% the total mean value while E4 increases 31%. In these buildings there 

is an opposite situation for heating and cooling. The heating need for E3 increases the 

average value by 56% while for E4 decreases by 85%, being the opposite situation for 

the cooling needs (reduction of 19% and increase of 70% respectively). The case E4 

is slightly more compact, with an envelope built under less strict regulation and lower 

window ratio in all orientations (except in the south façade which is the same ratio). 

These characteristics result in less solar gains during the winter and more losses 

through the envelope, which leads to higher heating and total loads. This behaviour is 

due to the strong influence that winter loads produce on the annual calculation. As a 

result, the E3 building can be proposed for seasonal winter use and not be used in 

summer (schools). On the other side, the E4 building can be proposed for seasonal 

summer use (vacation housing or summer camps). 

 

3.2 Influence of the analysis variables 

The influence produced by height, envelope characteristics and window ratio in the 

four main façades (north, south, east and west) on the thermal loads of the base case 
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has been evaluated. The obtained results are shown in the following figures that rep-

resent the average values of annual loads for heating (blue columns), cooling (brown) 

and total (green). 

Height. The first variable to be analysed is the number of building floors: 2, 4 and 

6 floors. Evaluating the annual accumulated values, lower heating and total loads are 

observed as the building height increases (maximum decrease of 15% for heating and 

9% for total loads). This effect is more marked when comparing buildings of 2 and 4 

floors versus buildings of 4 and 6 (decreases for total loads of 6% and 3% respective-

ly). However, the cooling values register very slight variations in spite of the height of 

the building (maximum increase of 3%). Figure 4 represents the accumulated thermal 

needs. 

 

Fig. 4. Accumulated load averages obtained by varying the height (2, 4 and 6 floors) 

Envelope. The influence of the building's construction parameters on the accumu-

lated loads is analysed considering three regulatory periods. Figure 5 represents the 

accumulated needs for the standards NBE-CT79 (CT79), CTE2006 (CTE06) and 

CTE2013 (CTE13). As the construction regulations improve, the total annual and 

heating loads decrease (maximum decrease of 85% for heating and 68% for total 

loads). This reduction is being more marked for the regulations before 1979 (CT79) 

and the regulation 2006 (CTE06). On the other hand, the cooling loads increase for 

the regulations after 2006 (maximum increase of 22% comparing normative CT79 

with CTE13). 

Floor Area. Three floor areas of the building are evaluated: 200, 400 and 600 m
2
. 

Figure 6 shows the influence of the floor area on the thermal loads. Each increase 

results in a reduction of the heating and cooling loads (maximum decrease of 21% for 
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heating and 46% for total cooling), decreasing the overall values (maximum decrease 

of 31%). 

 

Fig. 5. Accumulated load averages obtained by varying the enclosures of the enclosure accord-

ing to the three Spanish standards studied. 

 

Fig. 6. Accumulated load averages obtained by varying the floor area (in m2). 
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Percentage of windows over the main façades. The influence produced by the ra-

tio of glass versus the opaque wall in the exterior façades is shown in Figure 7. This 

figure represents the accumulated annual loads obtained by the building models with 

the three studied percentages of glass: 25, 50 and 75%, and the four main orientations; 

north (a), south (b), east (c) and west (d). The total annual needs increase as the per-

centage of glass elements increases, with maximum values of 9.5% for north, 5.3% 

for south, 18.9% for east and 11.9% for west orientations. The least marked effect is 

recorded in the south orientation. This orientation registers the highest heating load 

reduction when the percentage of windows increases, compensating the increase of 

cooling needs. On the opposite side is the east orientation. In this orientation the cool-

ing loads significantly increase while the heating loads decrease with higher percent-

age of windows. The effect of increasing the percentage of glazing on the north and 

west façades is less extreme. In both cases the heating loads increase, contrary to the 

two previous orientations, but the increase of cooling loads is lower. 

 

Fig. 7. Accumulated load averages obtained by varying the percentages of the glass ratio on the 

north (a), south (b), east (c) and west (d) façades. 

3.3 Statistical study 

A statistical study is carried out to observe the distribution of the annual thermal 

loads. This study is performed by setting the height analysis variable in the database, 

giving rise to three groups of 729 simulations. Due to the order of magnitude of the 

working values, the distribution of the heating and cooling loads is analysed in ranges 

of 10 and 5 kWh/m
2
 respectively. The annual distribution of the cooling and heating 

needs, as well as their accumulated values is shown in Figures 8-10. 
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The most striking aspect of these graphs is that the higher the floor, the more con-

centrated the heating values seem to be. This fact is seen in the following table, which 

shows the loads obtained in the three cases (2, 4 and 6 floors). 

Table 4. Most frequent heating load intervals. 

Qheat 

(kWh/m2) 

 2 Floors 

% Accumulated 

ordered 

Qheat 

(kWh/m2)- 

4 Floors 

% Accumulated 

ordered 

Qheat 

(kWh/m2) 

 6 Floors 

% Accumulated 

ordered 

30 32,92% 30 30,45% 20 39,09% 

20 50,21% 20 59,53% 30 64,33% 

40 65,71% 120 69,14% 110 75,45% 

130 76,82% 110 78,46% 120 82,72% 

120 83,95% 40 85,60% 140 88,34% 

 

 

Fig. 8. Annual frequency and cumulative loads values for a 2-storey building 

 
Fig. 9. Annual frequency and cumulative loads values for a 4-storey building 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 176

ISBN 978-9930-541-79-1



12 

 

 

 
Fig. 10. Annual frequency and cumulative loads values for a 6-storey building 

 

Figure 11 represents the distribution of the heating loads and cooling loads  

reached during the analysed period. It displays a tendency growing with height from 

the first two 10 kWh/m
2 

periods, to concentrate thermal loads around some intervals. 

In the same way, in the heating series a range is seen (50-100 kWh/m
2
) in which only 

a few cases are obtained in the battery of 2 floors; and none in 4 and 6 floors.  

 

 
 

Fig. 11. Case distribution for increasing heating (left) and cooling (right) loads 

 

The distribution of cooling values is very similar for the 3 heights, both in form 

and values. The summer distribution is less concentrated than the heating. In this fig-
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ure it can be seen that the heat distribution has two clearly differentiated regions, 

mainly due to the strong influence of the envelope on the thermal loads.  

The statistical values indicate that the heating loads are not only lower at higher 

heights; the error and deviation obtained are lower (Table 5). This trend points to 

more stability. The difference in height does not have such a marked effect on the 

cooling loads (Table 6). 

Table 5. Statistical values of heating loads (kWh/m2). 

Heating Loads (KWh/m
2
) 2 floors 4 floors 6 floors

Media 60.74 54.27 51.60 

Typical error 1.90 1.74 1.71 

Medium 29.84 25.70 23.07 

Standard deviation 51.18 46.96 46.13 

Asymmetry Coefficient 0.75 0.77 0.78 

Range 149.10 139.83 137.48 

Minimum 13.92 11.41 10.05 

Maximum 163.02 151.24 147.53 

Table 6. Statistical values of cooling loads (kWh/m2). 

Cooling Loads (KWh/m
2
) 2 floors 4 floors 6 floors 

Media 29.00 30.05 29.93 

Typical error 0.51 0.54 0.53 

Medium 26.05 26.86 26.97 

Standard deviation 13.65 14.57 14.19 

Asymmetry Coefficient 186.34 212.41 201.37 

Range 1.17 1.18 1.13 

Minimum 77.29 82.14 79.88 

Maximum 7.23 6.94 6.88 

4 Conclusions 

Within the framework of the SISGENER project, a sensitivity study has been carried 

out to evaluate the influence of different constructive factors on the building thermal 

loads. The base building analysed is a block without internal gains and located in a 

cold semi-arid climate (Zamora). As analysis variables, volumetry, materials of the 

envelope according to regulations and size of the windows in the main façades of the 

building (north, south, east and west) are considered. This study has been carried out 

through a dynamic simulation environment that gives rise to 2187 simulations. 

The data series obtained for the heating loads generally shows higher values than 

those for the cooling loads. Evaluating the heating it is observed that the most influ-
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ence factor is the variation of the materials that characterize the building envelope. 

This factor is followed by the variation in surface and height. Higher regulatory re-

quirements for building envelopes (more recent regulations) lead to lower heating 

loads. The ratio of windows in the external façades is more influential in the South 

orientation, followed by East and North, with the least influence being on the West. 

The composition of the building envelope is a very particular element when analys-

ing cooling. Buildings built under the NBE-CT79 standard have less thermal needs 

while those built under the CTE2006 standard, which have more thermal needs. The 

buildings built under the CTE2013 standard correspond to intermediate cases. 

The ratio of windows on east facing façades is almost as critical as the envelope. 

Surface and south facing windows have a noticeable effect, less so on west facing 

windows. The variation in the windows ratio in North orientation, and above all in the 

building height, point to less influence. The variations made on the parameters ana-

lysed, without counting the envelope, show that cooling is more sensitive to changes. 

The element whose variation is most critical over the overall thermal load is the 

envelope, followed by the surface and the Eastern windows ratio. The number of 

floors, the windows ratio facing north and west achieve similar order of influence. 

The southern windows ratio seems to be less influential: beneficial in winter and 

harmful in summer.  

The statistical analysis allows understanding the global building performance ob-

tained from the simulation batteries. The distribution of the heating values highlights 

two quite defined intervals and shows more stability with a higher number of floors. 

The distribution of cooling values is asymmetric but more regular. 
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Abstract: This paper presents a methodology to convert a network section with 

generation sources, storage, and loads into an electrical microgrid. This 

conversion will allow greater autonomy and efficiency in its management. 

Besides, after the analysis of the recorded data, a reduction in the consumption of 

the distribution network can be achieved, and therefore, a reduction in the costs 

of the electricity bill. To achieve this transformation it is necessary to provide the 

network with intelligence, proposing a methodology based on four steps: 

identification and description of the elements that form it, choice of hardware and 

software for monitoring and controlling the system, establishment of 

communication between the different elements and creation of a control network 

framework for visualization. As a case study, the microgrid of the Renewable 

Energy Development Centre (CEDER) located in the province of Soria (Spain) is 

shown, formed by different sources of generation, storage systems, and 

consumption. All the elements of this microgrid are integrated with single free 

software, Home Assistant, installed in a Raspberry Pi 4 to provide the network 

with basic intelligence, control and monitoring in real-time through different 

communication protocols. 
 

Keywords: Smart electric microgrids, Home Assistant, monitoring and control 

system. 
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1 Introduction 

The concept of a microgrid is a term that can be defined as the U.S. Department of 

Energy [1] proposes; "a group of interconnected loads and distributed energy 

resources within clearly defined electrical boundaries that act as a single controllable 

entity respect to the network. A microgrid can be connected and disconnected from 

the network to allow it to operate in grid or island mode. A remote microgrid is a 

variation of a microgrid operating in island conditions". Or define it more simply 

"Microgrids are decentralised distribution networks that integrate distributed energy 

resources and balance power generation and loads at the local level" [2]. 

This form of energy production, consumption, and management is becoming 

increasingly important today. It was born to reduce the different environmental 

problems that currently exist through a greater implementation of renewable energy 

sources. However, this proposal of management using microgrids is complex to 

implement and certain institutional changes are necessary to reach its maximum 

potential since at present the management of the network is monopolized by large 

generating companies and governments at different levels. The justification for the 

monopolies in the energy sector has weakened over time with the appearance of new 

companies, which, although smaller in size, are gaining more and more followers, 

betting on the purchase of clean energy from sources closer to the place of 

consumption.  

The break-up of the monopoly will open up possibilities for intelligent local utility 

networks, microgrids, and automated building energy management. Their presence in 

the energy market, and the possibility of compensating for the surplus or deficit of 

power in the distribution network, makes the current energy system more resilient and 

efficient in terms of power quality, electricity costs and continuity of supply at critical 

loads in the event of prolonged outages [3]. 

But microgrids also have certain disadvantages, some relevant, such as temporary 

uncertainty, which can lead to some reluctance to implement them. This uncertainty is 

always associated with volatile load profiles and changes in climate conditions, which 

affect the uncontrollable generation and prevent the optimization of economic 

planning [4][5], making it challenging to make accurate forecasts about the future 

state of supply and demand [6][7][8].  

To make the system more reliable and secure in terms of generation [9], storage 

systems such as batteries, flywheels or supercapacitors, are established as key 

elements within the microgrid system in slowing down power fluctuations and 

counteracting the energy imbalances produced [10] by matching the generation and 

total load of the microgrid [3][11].  

To operate the whole microgrid more efficiently, it is necessary to have a 

measurement, communication, and data management system to allow the semi-

autonomous or autonomous operation of the system, being able to solve the supply 

problems in the shortest time possible [12][13]. There are several communication 

technologies within this context, such as copper conductors, fibre optics, power line 

communication, and wireless communication.  
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Regardless of the communication technology selected, all microgrids must have the 

following elements at the communication level: local communication structure, 

hierarchical monitoring, control and management system, and intelligent controllers 

for the loads, consumptions and storage systems. 

As mentioned above, a microgrid can operate either connected to the main 

distribution network through a common coupling point (PCC), or disconnected from 

it, on the island mode [14]. A stable and economically efficient way of operating is 

required [15]. 

The microgrid is managed by a central controller that is at the head of the 

hierarchical control system. This central controller (MGCC) provides the setpoints to 

the controllers of the rest of the equipment, such as generation sources, loads, and 

energy storage systems. The control system will be responsible for regulating the 

frequency and voltage in all modes of operation, as well as for distributing the load 

between the various elements of distributed generation (DG) and storage, managing 

the flow with the main network, and optimising operating costs. 

To be able to control all the generation and consumption systems that make up the 

microgrid, it is necessary to have Smart Meters in each of the elements to be 

monitored. At present, Arduino devices are being used, which consist of a board with 

a microcontroller hardware and free software. For this case, they are configured for a 

real-time data collection of all the variables [16]. As for the software used, many 

microgrids are monitored and controlled by LabVIEW, a payment platform that 

allows the design of both real and virtual environments through visual programming 

[17].  

The variations proposed respect to the software and hardware previously mentioned 

are the installation of a Raspberry, a computer with a reduced board with which 

greater versatility, calculation power, WiFi, or Ethernet connectivity integrated into 

the board is achieved. As for the software installed Home Assistant, it does not require 

a paid license for its use and its programming is simpler and more intuitive, which 

facilitates its integration into the microgrid and a significant reduction in monitoring 

costs. 

With these implementations, we achieve the objective set out in this project, which 

is the transformation of a production and consumption microgrid into a smart 

microgrid that allows us to act autonomously thanks to the software and hardware 

configurations installed. 

The rest of the paper is as follows: section 2 addresses the steps required to convert 

a network section into a microgrid, such as the identification and description of the 

passive network elements, the selection of the control hardware and software, the 

establishment of communication between the elements and finally the creation of a 

network control framework for the management of the microgrid; section 3 presents a 

case study. Finally, the conclusions obtained are presented. 
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2 Methodology to provide intelligence to the grid  

As indicated in the introduction, this paper aims to describe a methodology that makes 

it possible to provide intelligence to an electricity network to which a set of 

generation, storage, and load elements are connected and to transform it into a smart 

microgrid that can operate as such, with high efficiency. 

The steps to be able to convert an electrical network with independent elements of 

generation, storage and consumption that do not communicate with each other into a 

smart microgrid and that are developed in this article are shown in Figure 1. 

 

  

Fig. 1. The sequence of steps to convert passive network into a smart microgrid. 

Step 1. Identification and description of the elements that make up the network: 

The first step in providing intelligence to an electricity network is to identify and 

describe all the connected elements of generation, storage, and consumption. It is 

essential to know at least the installed nominal power of each generation source, the 

capacity in the case of storage systems, the consumption of the most significant loads, 
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a ranking of loads by priority and influence of load profile. It is also necessary to 

know for each system if they allow direct communication with some of the equipment 

that composes it and the communication protocols that this equipment uses.  

Step 2. Selection of the monitoring and control hardware and software: The 

hardware and software chosen will condition the human-machine interface (HMI) to 

be used as a microgrid management system. In this section lies the main novelty of 

this methodology and its main advantages. A Raspberry Pi is used, as will be shown 

later, together with the free software Home Assistant.  

Step 3. Establishment of communication between the elements of the network: 

once the components of the network have been described, the forms and protocols of 

communication permitted by each of them are known, and the control software has 

been selected, communication must be established between all of them, so that they do 

not function independently, but as a whole in which there can be an interaction 

between them. This will allow the behaviour of each of the elements of the system to 

be subordinated to that of the others so that the operation of the microgrid can be 

optimized, with the consequent cost savings in the electricity bill. Besides, Home 

Assistant allows to establish communication with any element through the multiple 

communication protocols it has integrated, in a simple way. 

Step 4. Creation of a control network framework: once the communication between 

all the elements has been established, a control network framework or interface (HMI) 

must be developed to observe, in a simple and as intuitive way as possible, the 

operation of each of the elements of the network, and to send them operation 

instructions to optimize the operation of the microgrid by increasing its efficiency as 

much as possible. It should also allow the recording of monitored data for subsequent 

analysis to define management strategies, and once implemented, to validate their 

effectiveness. 

3 Case Study 

The case study to apply the proposed methodology is the network of the Centre for the 

Development of Renewable Energy (CEDER), which belongs to the Centre for 

Energy, Environmental and Technological Research (CIEMAT), a Spanish Public 

Research Organisation, currently dependent on the Ministry of Science and 

Innovation. It is located in the town of Lubia, province of Soria (Spain), and has an 

area of 640 ha with more than 13000 m2 built in three separate areas (see Figure 2). 
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Fig. 2. Location and buildings distribution at CEDER. 

CEDER's grid is connected to a 45kV distribution network and carries out a 

transformation at its entrance to 15kV. The grid is made up of eight transformation 

centres that reduce voltage to 400V. The network has multiple renewable generation 

systems that are not controllable (wind and photovoltaic), controllable renewables 

(hydraulic turbine), non-renewable (diesel generator), different mechanical (pumping 

system with tanks at different levels) and electrochemical (lithium-ion and Pb-acid 

batteries) storage systems, as well as several consumption elements connected to each 

transformer station which are monitored with a network analyser (PQube) installed in 

the low voltage part of each transformer station. 

Instead of considering the entire microgrid, only the elements connected to one of 

the transformer stations will be considered, to simplify the control system and not to 

repeat cases, since all the photovoltaic inverters are practically the same, the PQubes 

network analysers too, etc. 

3.1. Identification and description of the network components 

According to the previous section, the first step consists of identifying and describing 

all the elements connected to the network (see Figure 3). In this case study, they are 

the following: 

 Photovoltaic generation system of 5 kW, consisting of 24 polycrystalline 

silicon panels of 210 W distributed in 4 series of 6 panels. The panels are 

assembled on a floor structure with a variable tilt angle and connected to an 

Ingeteam inverter model Ingecon Sun Lite. 

To read photovoltaic generation values, it is necessary to communicate with 

the photovoltaic inverter, which has a network card to connect it to the 

CEDER data network (Ethernet) and allows communication using the 

Modbus TCP/IP protocol.  

 Wind generation system consisting of a three-bladed wind turbine of 15 

meters in diameter and 50 kW power. It is a horizontal axis and works 

leeward.  

There was no connection to the wind turbine or its control panel, so it has 

been necessary to install some equipment that allows communication. In this 
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case, a National Instruments FieldPoint compact data acquisition system [18] 

has been installed, which allows variables such as power, wind speed, etc. to 

be measured and can be connected to the CEDER data network. This 

equipment allows communication under the Modbus TCP/IP protocol. 

 Electrochemical storage system consisting of 120 Tudor Pb-acid 7EAN100T 

batteries of 2 V each. The capacity is 1080 Ah at 120 hours (C120). It is 

connected to a 50 kW inverter/charger/regulator developed by CEDER 

together CIRCE. 

The inverter/charger is connected via an RS485 connector to the serial port of 

a computer with a SCADA (Supervisory Control and Data Acquisition) for 

battery control. Therefore, the control system of the microgrid to be 

developed will communicate locally with the inverter via Modbus RTU. 

 Consumption: The loads are the different laboratory and workshop buildings 

that make up the part of CEDER considered and its equipment, which are 

connected to the low voltage side of the transformation centres. To measure 

consumption, a power quality/network analyser (PQube) has been installed. 

In this case study there are no critical loads to be powered in case of serious 

disturbances or microgrid failure. All of them have the same level of 

significant. 

The PQube can be connected to the CEDER data network through Ethernet 

and allows Modbus TCP/IP communication.  

 

Fig. 3. Case of study microgrid. 
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3.2. Selection of monitoring and control hardware and software 

Once all the elements of the microgrid have been described, and their characteristics 

and the form in which the communication with them is established, the following step 

is the election of the hardware and the software to carry out the control system.  
There are several software packages available on the market for the analysis of 

energy systems, but not all of them allow the analysis and management of microgrids 

based on real-time data for the prediction and behaviour of the system [19], among 

which ETAP Real-Time 24 [20] is one of them. Another tool that allows this is 

Acciona's Microgrid Energy Management System – μGEMS [21]. However, as seen 

in the introduction, the most common way is to use software such as Labview to 

design a specific program for the ad-hoc monitoring and control of each microgrid.  

In this case, it is proposed to use a Raspberry Pi 4 Model B [22] [23], with a tool 

developed specifically for the management of microgrid such as CIRCE and its 

Energy Box [24]. The Raspberry Pi 4 Model B was introduced in June 2019 to replace 

the Raspberry Pi 3 B+, with a significant improvement in its specifications, which will 

increase the smoothness of operation of our control system. Raspberry Pi 4 B features 

a Broadcom BCM2711B0 quad-core ARM Cortex-A72 1.5 GHz processor, LPDDR4-

3200 MHz SDRAM up to 4 GB, Gigabit Ethernet network connectivity (up to 1000 

Mbps) and Wi-Fi 2.4 GHz/ 5 GHz wireless connectivity, IEEE 802.11 b/g/n/ac and 

Bluetooth 5.0, BLE. It works with a Raspbian operating system, which is the Linux 

(Debian) distribution prepared specifically for Raspberry.  

As software, HomeAssistant is chosen [25] which is generally used for home 

automation applications but that is a robust solution, economically affordable (it is 

free software) and with great potential for monitoring and managing microgrids in 

real-time. This system allows communication with all the elements of generation, 

storage, and consumption of the network under study, through different 

communication protocols and their integration into a single HMI (Human Machine 

Interface). Home Assistant is a system developed in Python, free and open that allows 

to monitor all the elements connected to the microgrid, to control them from a unique 

interface (which allows its control from mobile devices), as well as to define advanced 

rules to control each one of the elements in a simple and intuitive form.  

To store data collected by Home Assistant the best solution is to use MySQL [26], 

which is an open-source relational database management system. It can be installed on 

the same Raspberry, with a slight slowdown in the operation of the system, or on a 

different one exclusively for the database, achieving a higher system performance. 

The use of MySQL is optional, although highly recommended whenever it is 

required to store the monitored data for later analysis, allowing to define much more 

efficient strategies for energy management of the microgrid. 

The proposed control system of the microgrid is made up of three blocks: 

 A communication block integrates the different communication protocols of 

the microgrid's generation, storage and consumption systems.  

 A database: for information storage and subsequent analysis. 
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 A management block: with a user interface that allows real-time monitoring 

of all elements of the microgrid and programming of energy strategies to be 

defined. 

3.3. Establishment of communication between the elements that make up the 

network 

Next, the communication of each of the elements of the microgrid with Home 

Assistant has to be established. Different communication protocols allow the 

transmission of information, provided that all the equipment is connected to the same 

data network or other equipment in local mode and that they are in turn connected to 

this network.  

Among the most common communication protocols, Modbus [27] stands out above 

all others. It allows us to control a network of devices (in our case, generation, 

storage, and consumption elements) and to communicate them with a control system 

(Raspberry Pi 4 with Home Assistant). It is the standard communication protocol in 

the industry since it is robust, easy to use, open-source and therefore free and, above 

all, reliable.  

All elements of the CEDER network described in section 3.1 allow communication 

via the Modbus protocol, namely: 

 RTU: It is based on master/slave architecture, to connect a control system to 

a Remote Terminal Unit (RTU) via a serial port. Typically, the master is a 

human-machine interface (HMI) or a supervisory and data acquisition 

(SCADA) system that sends a request and the slave is a sensor or a 

programmable logic controller (PLC) that returns a response. It uses a Cyclic 

Redundancy Checksum (CRC) to ensure the reliability of the data and as an 

error checking mechanism.  

 TCP/IP (Transmission Control Protocol/Internet Protocol): It is based on a 

client/server architecture and allows communication over an Ethernet 

network. No CRC required. 

 RTU over TCP: It is a combination of the two previous ones. It is based on 

client/server architecture for communications over Ethernet as Modbus 

TCP/IP but uses a CRC as Modbus RTU. 

The microgrid scheme communications are shown in Figure 4. 
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Fig. 4. Elements of the CEDER’s microgrid. 

To communicate each element with Home Assistant, first all the microgrid 

components must be defined in the configuration file, assigning them a name and 

indicating the type of communication, the IP, the port. 

Once all the elements of the microgrid have been defined, the records with the 

desired information for each component must be read at the corresponding addresses. 

This is also done in the Home Assistant configuration file and it is necessary to have 

the Modbus frame of each unit (it should be in the manufacturer's manual, but many 

times it is not and it is necessary to contact the manufacturer to provide it) to know the 

addresses where the variables to be read are.  

In the case of uncontrollable generation elements [11], such as the photovoltaic 

inverter and the wind generator, and loads (PQube network analyser), it is only 

necessary to read the instantaneous power since no action instructions can be sent to 

them. By contrast, in controllable generation elements and storage systems such as Pb-

acid batteries in our case, it is necessary to read all the records to develop a SCADA 

that allows for control of their operation through the control panel, integrated with the 

rest of the elements. 

3.4. Creation of a control network framwork  

Once communication has been established with all the equipment, an interface has to 

be created that allows the user to see in real-time the records collected from the 

elements that form part of the microgrid and to execute commands to give them 

instructions (start/stop of generation equipment, loading/unloading of storage systems, 

etc.). 

Using Home Assistant, it is very intuitive to create a control network framework 

once communication has been established with each element of the microgrid and it 

has been defined in the configuration file. The starting point is a graphic interface that 

allows inserting cards with different functionalities. Default cards can be added with 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 190

ISBN 978-9930-541-79-1



maps or weather forecasts to help to estimate the production of the renewable 

generation systems available in the microgrid. It also allows adding cards with 

different values of all the registers read numerically (Entities) or to represent 

graphically those values (Historical graph), or to represent jointly (graphically and 

numerically) a value using the Sensor card. Home Assistant also allows inserting 

buttons to send instructions to the different elements that have been monitored. 

Figure 5 shows the real-time power values of each of the elements connected to the 

microgrid under study, indicating a photovoltaic generation of 1320 W and a demand 

of 9880 W. Wind speed is 5.1 m/s and wind generation is 8020 W. The batteries are 

stopped, since there is no high demand to provide energy to the microgrid, nor is there 

a generation surplus to be able to charge them. Moreover, batteries are almost fully 

charged (SOC 98%). 

 

Fig. 5. Control network framework of the CEDER’s microgrid in Home Assistant.  

The SCADA for the control of the batteries also has to be created, as can be seen in 

Figure 6. In figure 6 it can be observed how the batteries are in the process of normal 

charging, the microgrid is injecting them with 1780 W, they are at 96% of their 

capacity and with a voltage of 266 V. 
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Fig. 6. SCADA of batteries at the CEDER’s microgrid in Home Assistant.  

Home Assistant allows representing in real-time the value of the variables collected 

from each of the elements as can see in Figure 7. 

 

Fig. 7. Power time-series of the CEDER’s microgrid elements in Home Assistant. 

4 Conclusions 

In this paper, a methodology is proposed for the conversion of a network section with 

generation, storage and loads into a smart electricity microgrid that can be replicated 

in any network section, based on four steps: 1) identification and description of the 

elements that make up the network, 2) selection of the hardware and software for 

monitoring and control, 3) establishment of communication between the elements of 
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the network and 4) creation of a control network framework that allows the 

management of the electrical microgrid. 

The main advantage of this methodology is the use of the free software Home 

Assistant, installed on a Raspberry Pi 4 to manage the microgrid. Although Home 

Assistant is a software whose widespread use is for home automation, it offers all the 

capabilities needed to monitor, manage and integrate into a single HMI and in real-

time, all the elements of generation, storage, and consumption connected to a power 

network to turn it into a smart microgrid, simply and intuitively. It is worth 

mentioning the feature that this software offers us of unifying all the elements that 

form the microgrid only in one HMI. This is the main feature that differs from the 

most known way of monitoring, in which to know the current status of each of the 

elements it is necessary to access different connection points. 

With the application of this methodology, it will be possible in the near future to 

establish strategies to optimize the operation of the microgrid by taking full advantage 

of the generation sources and reducing as much as possible the consumption of 

CEDER microgrid´s from the distribution network with the help of storage systems. 

This could also lead to savings in the energy bill.  
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Abstract. This paper presents a modular data acquisition pipeline to
integrate flexible assets and distributed and renewable energy sources in
households. This modular and general system’s main aim is to enhance
the data acquisition, data cleaning, and data storage steps of the dif-
ferent assets included in a Home Energy Management System, for the
later scheduling of these resources based on economic optimization. The
services that Home Energy Management Systems and data acquisition
systems can provide to tackle the current distribution network challenges
are identified. The data acquisition pipeline design is presented, being
able to stock and collect data from many different real assets, as well
as cloud-based data providers such as the electricity market price or the
weather forecast. The description of the system is complemented by a
study case, to validate the pipeline design and the data acquisition pro-
cess.

Keywords: home energy management system, electric vehicle, distributed
generation,renewable-based power plants, electricity markets, data acqui-
sition, demand-side management

1 Introduction

The electricity grid is experiencing a profound transformation towards smart
grids by including distributed energy resources (DERs) and the Internet of
Things (IoT), in an effort to tackle climate change [1]. Renewable energy sources
(RESs) help the energy transition by increasing its share in the energy mix.
Furthermore, end-users have become more aware of their role in the energy
transition. DERs, which are mainly renewable, have also been placed along the
distribution network to decentralize the electricity generation and increase the
local and renewable generation share. However, the increasing number of DERs
leads to the need for flexibility services for distribution system operators (DSO),
due to their variability, uncertainty, and often a mismatch between the time of
generation and time of consumption [2]. According to Euroelectric [3], flexibility
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2 Munné-Collado et al.

is meant to be as the modification of generation injection and consumption pat-
terns both on an individual and aggregated level, to provide a service within the
power system. These flexibility services could be provided by several resources,
from different nature, being centralized or decentralized. That includes central-
ized energy storage (CES), distributed energy storage (DES), electric vehicles
(EV), solar panels (PV), or flexible loads such as water boilers (EWB) or space
heaters (SH) [4], located in the distribution network, and owned and managed
by end-users or third-parties. Flexibility is currently deployed by integrating en-
ergy storage systems, the activation of demand response (DR) mechanisms, and
the development of flexibility markets [5].

Demand-Side Management activities (DSM), being the name for end-users’
flexibility, are known by their numerous advantages, and can be essential for
energy strategy and policy development [6]. First of all, it enhances the gener-
ation and consumption of locally-produced electricity [7]. In terms of the DSO
benefits, this source of distributed flexibility can help the DSO in the conges-
tion management of the network [8]. From the end-user perspective, there are
several advantages, such as lowering the carbon footprint or achieving a cheaper
electricity bill [9].

Several works in the literature have investigated how home energy manage-
ment systems (HEMS) can help in the integration of DERs at a household level,
as well as enhancing the implementation of DSM activities, see [9–12].

Research has tended to focus on a reduction of the energy bill rather than
lowering the carbon footprint of the electricity consumption at household level.
In [12], a HEMS has been designed to re-schedule electricity consumption from
expensive to cheaper time-periods, also known as price-based programs. Related
to economic savings, [13] proposes an incentive-based program, where the end-
user is economically remunerated when providing flexibility by increasing or
decreasing his or her electricity consumption at that specific time period. More
recent evidence [9] proposes a novel DR mechanism, instead of the commonly
known price-based programs. In that article, an environmental-based DR service
is developed, and results show that significant reduction in terms of CO2 can be
achieved, compared to traditional schemes.

One of the requisites of HEMS is to improve the energy consumption at
household level. These systems should be capable of communicating with the
different home appliances to be monitored and controlled. Furthermore, this
system needs some external communication as well to receive data from other
sources, as Application Program Interfaces from the electricity market or from
the aggregator. On top of that, HEMs require of some intelligence to handle the
acquired data, store it in a general and useful way, as well as calculating energy
consumption forecasts before feeding these data into the main optimization algo-
rithm of the home energy management system. In that sense, some open source
and private initiatives have been developed to create HEMs according to the
prior requirements, see [14, 15]. Some of the most known initiatives are Building
Energy Management Open-Source Software (BEMOSS), Open Energy Monitor
and PowerMatcher [15]. These initiatives tend to focus on three objectives: data
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acquisition, data visualization and asset scheduling. However, the main short-
coming of these systems is the lack of adaptability to assets coming from different
manufacturers. Furthermore, none of them include the possibility to check the
electricity market price, essential for scheduling the household assets based on
the electricity tariff or the possibility to calculate asset forecasts, required for
the HEMs optimization algorithm.

Implementing a HEMS can lead to some challenges and derived issues that
the end-user should face. Some of them are the possible loss of comfort due to
allowing third-parties to control and schedule his/hers resources [16, 17]; the lack
of standardization, that adds more difficulties on the integration of the flexible
assets under the same HEMS [18]; or the low value of savings that the end-users
can achieve by participating in DSM programs [19].

HEMS require to have a stocked database with relevant data regarding elec-
tricity prices, weather forecast parameters, actual weather values, electricity
consumption from smart meters and sub-meters, flexible assets parameters and
real-time status, electricity grid parameters, and site self-generation and con-
sumption values, as well as forecast algorithms for the load curve prediction of
some of the flexible assets. In this study, a modular data acquisition pipeline
is proposed, which consists of five different modules, covering from data extrac-
tion and storage to optimization and data visualization. This system’s objective
is to enhance the integration of different flexible assets, with different natures,
data structure, and user-interface under the already existing and same HEMs,
minimizing the difficulties in terms of integration and manually data integration
processes. The developed data pipeline is flexible and versatile to store gener-
ated data in an automated way, coming from different sources, but also robust
to ensure reliable data storage and pre-processing. The data-acquisition pipeline
proposed in this paper comes along with the research developed in the INVADE
H2020 Project (Grant agreement No 731148) , as well as the FLEXRED Project
(RTI2018-099540). Hence, the data acquisition pipeline is defined in such a way
to allow the integration with the flexible devices installed under these projects,
and for a later integration with the private HEMs designed under the develop-
ment of these projects. However, and since the authors seek for the development
of open-source initiatives, the data structure of this data acquisition system is
ready to be integrated as well with the Open Energy Monitor initiatives for data
visualization purposes, since the model developed in this paper is responsible for
the data collection, cleaning, storing and asset forecasting.

The paper is structured as follows: Section 1 provided a literature review
of all the services that HEMS can provide to distribution networks employing
DSM programs. A case study in a residential household in Barcelona is explained
in Section 2. Then, Section 3 defines the data acquisition system structure to
integrate the already existing optimization module, as well as each flux in the
data pipeline to achieve the previously mentioned objectives. Section 4 imple-
ments the previously defined data pipeline to the case study defined. Finally,
conclusions are drawn in Section 5.
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2 Case Study: Household implementation

Section 1 has presented the challenges and benefits of HEMS for the development
of DSM activities for flexibility provision. This section presents a real case study
to test and validate the data acquisition pipeline. The case study is based on
a residential household located in the province of Barcelona. It is based on one
residence with flexible assets as an EV, EV charger, and PV panels. Furthermore,
the household is equipped with a smart meter from which the main consumption
of the household is recorded. Table 1 details the assets located in the house, as
well as the electricity tariff of the end-user. The first step prior to implementing
a HEMS in a specific household should be the calculation of the potential saving
by activating DSM programs, to ensure that the activation of DSM activities
results in some benefits for the end-user.

Table 1: Household assets overview
Asset type Model Specifications

EV Nissan Leaf 2018 350 V, 62 kWh, 3.7 kW AC charging

PV panels LONGi LR4-60HPH-360M 360 W Power Output at STC

PV Inverter Fronius primo 4.0-1
4000 W Nominal Power Output
180-270 V Output voltage range

Electricity tariff Endesa PVPC 2.0 DHA 4.5 kW

To understand the optimization model for calculating the potential savings by
implementing DSM activities, one should know the different available electricity
tariffs in Spain, as shown in Figure 1. There are three possible tariffs for that
chosen retailer contracted by the household: 2.0, 2.0 DHA, and 2.0 DHS. Also,
in this figure, the actual scheduling and the optimal scheduling of the EV are
shown. As can be observed, under the optimal scheduling, the EV charges its
battery only when the lowest prices appear.

Hence, a batch of scenarios is defined, covering the worst scheduling, the
current one, as well as the optimized one. From there, the possible savings and
costs can be obtained, as shown in Figure 2. This figure shows all the possibilities
between the scheduling strategy versus the contracted tariff. Summarizing the
results from the table, the potential savings can be up to 400 e per year under
the DHS tariff and the optimal scheduling. With the essential benefits of DSM
in terms of decarbonization of the power system, together with the additional
possibility of reducing costs, HEMS’ implementation would be a feasible option
for several households.
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Figure 1: Spanish electricity market PVPC price structure

Figure 2: Potential savings and total costs

In this case study, as seen in Table 1, the integration of PV and EV is
considered, as well with the household consumption and electricity tariff. It is
important to know, apart of knowing the several benefits of the implementation
of DSM activities, what the current consumption and generation profiles are.
This can be seen in Figures 3, 4, 5, and 6, showing the consumption profiles for
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both a week day and a day in the weekend (Figures 3 and 4); as well as the
combination of consumption and PV production (Figures 5, and 6). It can be
noticed how the consumption patterns differ from weekdays to weekends, as well
as how variable and uncertain the solar power output is based on the weather
conditions. As can be noticed from the prior economic analysis and the data
visualization plots of the current consumption and generation patterns, a HEMS
is feasible and economic savings can be achieved. Hence, the development of a
data acquisition pipeline is also feasible and necessary for achieving the HEMS
implementation in a real case study.

Figure 3: Household consumption on a weekday

Figure 4: Household consumption on a weekend day
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Figure 5: Household consumption and PV production on a sunny day

Figure 6: Household consumption and PV production on a cloudy day
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3 Data acquisition pipeline design

According to [20], a Home Energy Management System (HEMS) is an inter-
face of demand-side management programs used by the end-users. It assists the
end-user and schedules the resources available in the household by solving an
optimization problem, taking into consideration the available generation from
the distributed and renewable energy sources in that household, other flexible
assets such as water boilers or electric vehicles (EV), and market prices or even
weather forecast. Figure 7 shows the current structure of the HEMS used for
the current project and case study. There are five blocks, covering the following
steps: Data extractors and treatment, asset modeling, optimization, actuators
and controllers, and data analytics. This study addresses four out of five blocks,
being the optimization block out of the scope of this paper. The aim of the
presented data acquisition pipeline is to perform all the data pre-processing and
data wrangling in a way that can easily be integrated with the already existing
optimization modules in HEMS. An upstream layer collects useful data and re-
sults from each specific block, known as data storage. This module can include
data required by one or many of the downstream blocks and data visualization
figures for later analysis of the HEMs performance.

Figure 7: HEMS Structure

The data pipeline design is the main element for integrating different assets
and data sources under the same data stream. According to [21], a data pipeline
can be defined as a software that removes many manual steps from the process
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and enables a smooth and automated flow of data. In a nutshell, it automates
the processes involved in extracting, transforming, combining, validating, and
loading data for further analysis and visualization. Figure 8 shows the data
pipeline structure defined in this project.

Figure 8: Data pipeline structure and flow

4 Data pipeline implementation

4.1 Data extractors and pre-processing

The first module that acts in this system is the data extractor and data pre-
processing module. This module is responsible for requesting data from numer-
ous Application Programming Interfaces (API), analyzing the data structure,
dealing with missing values and errors in the data, and storing them using a
standard format for each data source. Figure 9 shows in a more specific and
detailed way how the data pipeline is applied for each data source and how the
chosen protocol is used. Four data sources are covered: weather data, EV data,
PV production, and electricity market prices. Table 2 shows each data source
included in this model, the features obtained for each type of module, as well as
the granularity of the data requests. As can be seen on the table, the request is
made on a different time scale for each data source, depending on the source’s
nature and the frequency of new data generation. For example, the Spanish elec-
tricity market updates its PVPC prices once per day in the evening. Hence, the
module called PV PC prices.py will request new data for the data storage only
once a day after the market-clearing time period is over (i.e., 20:00 CEST).

4.2 Assets and forecasting models

To provide the required information to the HEMS for the calculation of the
optimal scheduling of the resources, two different time horizons have to be con-
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Figure 9: Data flow
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Table 2: Data collection

Name
Data request
granularity

Parameters

Weather data (weather.py) every 1-2 days

Weather forecast and actual weather values
Temperature: value, feels like, minimum, maximum
Pressure
Humidity
Visibility index
Wind: speed, direction
Cloudiness index
Rain index

EV Data ( NissanAPI.py) every 15 minutes

EV location
Battery: SOC, temperature, capacity
Plug: Status, charging speed, instant power
EV: indoor temperature

PV production (fr inverter.py) every 5 minutes

Frequency
AC Voltage / Current
DC Voltage / Current
Power Flows

Electricity market prices (PVPC prices.py) once a day
PVPC 2A hourly market price
PVPC 2DHA hourly market price
PVPC 2DHS hourly market price

sidered. Hence, different data sources will be required for each of them. As can
be seen in Figure 10.

Figure 10: Modules Timeline

In this system, there are three forecasting models required:

– Weather forecast: provided by an API.

– PV production: calculated on a day-ahead basis.

– Household consumption: calculated on a day-ahead basis.

For the sake of clarification, the EV charging process is not forecast because
it is considered as a fully controllable and shiftable load. Hence, its parameters
are known, and the charging process’s scheduling will be regarded as an output
of the optimization module. On the other hand, the PV panels installed in the
household of study are considered as curtailable, meaning that their generation
can be reduced if it is required. Since the curtailed power will output the opti-
mization module, a prior forecast is necessary to feed the optimization module.
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In the case of the household total load consumption, no curtailable loads are con-
sidered. However, to evaluate the total load consumption and the total price of
this electricity consumption, a forecast must initialize the optimization module
for scheduling the resources.

4.2.1 PV production forecast dda

For the PV generation forecast, different PV system elements have to be forecast
or modeled, being those as follows:

– Irradiance: obtained from the geographical location and weather conditions,
employing an external API and the python library pvlib.

– PV panel model: Single diode model for each cell, based on [22] and the
python library pvlib.

Figure 11 shows the PV production forecast from the developed model, com-
pared to the actual value of the PV production for a time horizon of 16 days. In
Figure 12 the PV array DC voltage forecast versus actual values is shown.

Figure 11: PV production for 16 days. Forecast and real value

4.2.2 Household consumption forecast dda

In the case of household consumption, the only available data is the histori-
cal household consumption of 1 year, with a time granularity of 1 hour, from the
main smart meter. For the sake of simplicity, and to have a fast and straight-
forward forecasting tool for the household consumption curve, the climatology
approach has been chosen. This approach is based on meteorologic forecasting
tools and can be applied to many different techniques, as in [23]. The main
objective of performing a climatology model is to define a benchmark of the
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Figure 12: PV array DC Voltage. Forecast and real value

model, to compare advanced models against it in a later stage. In this project,
the model is developed by calculating an average consumption model for each
day of the week based on the historical data. Figure 13 shows the climatology
model for a typical Monday of study, compared to the real consumption values.
In this model, the RMSE score was 0.748 kW. Since this model is considered a
benchmark, it cannot be compared to any previously existing model.

Figure 13: Household load consumption on Monday. Real value vs forecast.

5 Conclusions

This paper presented a modular data acquisition pipeline for the integration of
different-nature assets into an existing HEMS. This system is robust and flexible
since it can store data from different sources and different data structures in an
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automated way. Simultaneously, the proposed approach is robust and scalable,
allowing integrating this system to already existing HEMS. To complement the
data pipeline’s technical definition and design, a case study has been developed
to test and validate the system in a real scenario. Results derive that the model
can integrate real flexible and controllable assets such as EV and PV panels,
accurate metering data from the main smart meter, and data can be requested
and extracted from cloud-sources, as it is the case for weather data and electricity
market data. This performance validates the solution and its readiness for further
integration with a HEMS.
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Abstract. Energy demand management is an important technique for
smart grids, under the paradigm of smart cities. Direct control of devices
is useful for demand management, but it has the disadvantage of affecting
user comfort. This article presents an approach for defining an index to
estimate the discomfort associated with an active demand management
consisting of the interruption of domestic electric water heaters to per-
form a load shifting. The index is defined based on estimations of water
utilization and water temperature using continuous power consumption
measurements of water heaters. A stochastic forecasting model is applied,
including an Extra Trees Regressor and a linear model for water temper-
ature. Monte Carlo simulations are performed to calculate the defined
index. The evaluation of the proposed approach is performed using real
data for both the forecasting model and the temperature model. The real
effect of interruptions on the water temperature of two water heaters is
compared to validate that the thermal discomfort index correctly models
the impact on temperature. This result allows ordering devices by their
thermal discomfort index and having a fair criterion to decide which ones
should be interrupted.

1 Introduction

The concept of energy demand management is very relevant in nowadays smart
cities, especially considering the smart grid paradigm [12]. Energy demand man-
agement refers to administering the energy consumption of end consumers of
an electric grid, in order to promote better energy utilization. The most widely
applied actions for demand management are load management (aimed at modify-
ing/reducing/shifting the demand) and energy conservation (aimed at reducing
the demand via technological improvements). Other actions applied for demand
management include fuel substitution and load building [2]. Among load man-
agement techniques, the most used are peak reduction (reducing consumption
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in periods of maximum demand), valley filling (promoting energy utilization in
off-peak periods), and load shifting (from peak to off-peak periods).

In daily operation, electricity generation and transmission systems may not
always meet peak demand requirements. In these situations, various demand re-
sponse and demand management tools can be used in order to mitigate overloads
in the electrical system. One of the simplest methods for direct load control is
allowing the electrical company to remotely control those devices with thermo-
stat, especially those that have important thermal inertia. Remote control is a
very effective technique to achieve peak reduction and load shifting at critical
moments. However, the benefits of the reduction in the operating cost of the elec-
trical system must be weighted against the loss of comfort that the users of the
controlled devices may have. Assigning an economic value to the loss of comfort
associated with an intervention requires quantifying such comfort in advance.

In the main Uruguayan cities, more than 90% of households have a thermostat-
controlled electric water heater (according to the 2019 continuous household
survey by National Statistics Institute, Uruguay [6]) Furthermore, electric wa-
ter heater is one of the most energy-intensive household appliances (it represents
34% of residential energy consumption, in average). Thus, it is an ideal candidate
to be considered for remote load control as demand management technique.

In this line of work, this article proposes a methodology to calculate a Ther-
mal Discomfort Index (TDI), associated with a remote intervention for load
management. The computed index evaluates the discomfort for users generated
by the intervention of an electric water heater. TDI is computed from real data,
a linear temperature model, and a forecasting model for water utilization ap-
plying artificial neural networks (ANN). The obtained TDI makes it possible to
decide in which order the electric water heaters should be interrupted to mini-
mize total discomfort. The key aspect of the proposed methodology is to know
in advance the value of the TDI, in order to decide if it is economically profitable
to carry out an intervention.

The experimental analysis is performed using data from real electric wa-
ter heaters in Uruguay, gathered in the ECD-UY dataset [3]. ECD-UY includes
power consumption utilization of water heaters installed with remote control and
power measurement device in representative households in the main Uruguayan
cities. Results reported for the considered case study demonstrate that the pro-
posed index managed to capture the impact of thermal discomfort, fulfilling the
objective of sorting electric water heaters to be properly managed by applying
a direct control strategy.

The article is organized as follows. Section 2 presents the formulation of
the demand management problem through direct control of devices and reviews
related works. Section 3 describes the proposed approach to define a TDI. Details
of the developed implementation are provided in Section 4. Section 5 reports the
experimental validation of the water utilization forecasting, the temperature
model, and the proposed index for a case study. Finally, section 6 formulates the
main conclusions and lines for future work.
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2 Demand management and direct control of electric
water heaters

This section describes demand management strategies, direct load control ap-
plied to load shifting, and the problem of affecting comfort of the end user.

2.1 Demand management

The traditional model of an electric system feeds electricity to the end consumers
through a unidirectional power flow. This flow is supplied by centrally controlled
generators. With the development of energy markets and distributed energy
resources, the concept of energy demand management has emerged. This concept
includes a set of techniques oriented to modify the energy demand of consumers
of an electric grid to fulfill specific goals [4]. The subset of these techniques that
try to reduce the energy demand of consumers in the short term is known as
demand response.

This article focuses on direct load control, a technique that is considered as
an effective way to achieve immediate power reduction in a very short time. To
handle this technique, the electricity utility must have permission to switch off
the devices of end-users, which is usually obtained via specific agreements that
grant users a monetary incentive. Among the main reasons for power reduction
are implementing peak reduction [5], which allows obtaining a more stable grid,
and providing frequency regulation services [22], which allows maintaining the
system frequency very close to 60 Hz, preventing deviations that affect generators
and also make the grid unstable. This article addresses some aspects related to
the direct load control of electric water heaters, mainly focusing on the impact
of using this tool in the thermal comfort of end-users.

2.2 Load shifting with direct control of electric water heaters

In most countries of the world, the profile of total electricity demand consump-
tion shows a pronounced peak two hours after the return of workers to their
homes. Usually, the power consumption of electric water heaters also presents a
peak that coincides with the total consumption peak as shown in Fig. 1, which
is explained by the showers that people take when they return from work. In
addition, electric water heaters have the ability to accumulate energy in the form
of heat inside the water tank. Thus, it is possible to switch off the device in a
smart way, so that users thermal comfort is not affected.

According to the aforementioned correlation, in the presence of a demand
peak, there is an amount of energy associated with the electric water heaters
that can be deferred by turning off the devices in a moment, and turning them
on in the future. Using this strategy, a load shifting on the demand curve is
implemented, because the total amount of energy remains equal but the load
profile is modified. Several studies have addressed the load shifting problem
using direct control of devices, but few of them have focused on quantifying the
thermal discomfort generated by the application of this technique.
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Fig. 1: (Normalized) total power and electric water heater demand in a weekday

2.3 Problem formulation and related works

Problem formulation. The problem proposes determining a TDI to evaluate
quantitatively, the discomfort generated by the application of load shifting using
a direct control of electric water heaters.

To address the problem, the first step consists in analyzing which variables are
involved. In the case of electric water heaters, the variable that affects comfort is
the temperature of the water in the tank. Installing a remote device to the water
heater that allows measuring its power and switching it on/off is reasonable since
it can be achieved without modifying its structure [15,16]. However, installing a
remote thermometer to measure the temperature of the tank requires modifying
structure of the water heater, which implies a large monetary investment.

The most important issue when analyzing comfort is comparing the same con-
trolling action between several electric water heaters, in order to decide which of
them can be affected while minimizing the probability of generating discomfort.
Therefore, it is not crucial to determine the temperature exactly; computing
a good approximation is enough to analyzing differences. Another aspect that
seems trivial but worth to consider is that users perceives thermal discomfort
only when they use water and its temperature is below a threshold. At any other
time, users does not give relevance to the water temperature.

According to the considered aspects, to define an index of discomfort in the
event of an intervention, the water utilization and the temperature of the water
in the tank must be estimated. The proposed approach addresses these two lines
of work and defines a discomfort index based on the corresponding findings.

Related works. Several works in the literature refer to peak load reduction strate-
gies implemented in smart grids [5,25]. A special type of devices to perform load
shifting are thermostatically-controlled appliances (TCA), due to the flexibility
to select the thermostat set point [8,18]. Some TCA can store energy, providing
a great advantage when performing load shifting strategies. This is the case of
domestic electric water heaters, which are the focus of this article. Nehrir [13]
analyzed an interactive demand side management strategy for electric water
heaters, but without elaborating on specific aspects of thermal discomfort. Xi-
ang [23] studied a complex strategy to minimize thermal discomfort related with
electric water heater control. The proposed strategy required a large amount of
information. Thus, the approach is difficult to apply in practice.
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TCA demand response control strategies can be effectively implemented pro-
vided that thermal comfort is not compromised. This crucial issue has been the
focus of several works. Kampelis [7] evaluated thermal discomfort in demand
response control of heating, ventilation, and air conditioning, but the strategy
used requires knowing the real temperature. Regarding electric water heaters,
the study of the user hot water utilization profile is a key aspect for estimat-
ing discomfort. Seyed [21] studied whether a smart heating system can benefit
from good predictions of the user behaviour. In turn, Pirow [19] proposed an
algorithm for the estimation of domestic hot water utilization, but the technique
requires the installation of temperature and vibration sensors.

The main factor that defines comfort is the water temperature. Thus, a model
to estimate water temperature is crucial for the effectiveness of the comfort eval-
uation. Paull [17] proposed a water heater model to estimate the temperature
of the water in the tank as a function of time and the related variables. The
study by Lutz [10] provided a comprehensive empirical analysis of a simplified
energy consumption model for water heaters considering the variation of the
temperature of the water in the tank. Finally, comfort evaluation must be con-
sidered in the problem of controlling a subset of electric water heaters using a
ranking that sorts the devices according to an appropriate criteria. Yin [24] pro-
posed a scheduling strategy based on a temperature state priority list. In turn,
Al-Jabery [1] analyzed a scheduling strategy for electric water heaters based on
approximate dynamic programming techniques and q-learning.

The analysis of related works indicates that few articles have studied the
thermal comfort effect when applying direct load control of electric water heaters.
This article contributes in this line of work, by proposing an approach to evaluate
the thermal discomfort of an intervention on electric water heaters, without
requiring installing a thermometer to measure the water temperature.

3 The proposed approach for defining a discomfort index

This section describes the proposed approach for defining a discomfort index
applying ideas described in the previous section and following a data analysis
approach [9, 11] over a group of 140 remotely controlled electric water heaters
located in Uruguay.

3.1 Data preparation

The data used in this article was provided by the Uruguayan National Electricity
Company (UTE). It corresponds to “Electric water heater consumption”, one of
the three subsets included in the EDC-UY dataset [3], which gathers data from
521 households located in the main Uruguayan cities.

Electric water heater consumption records has a sample period of one minute
and cover a date range from 12th July 2017 to 26th June 2019. Customer records
were filtered by the recording length, keeping only those that have more than 5
months of recording (i.e., at least 216.000 records).
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The disaggregated electric water heater data have several gaps caused by
different problems during the data collection process (e.g., misworking of the
data transmission network, power failures, etc). The gaps were fixed using two
techniques: resampling and refilling.

The resampling technique normalizes the sample period to an exact minute.
First, the records are grouped by customers to build one-minute record contain-
ers. Then, records whose datetime match with the date range of the container,
are assigned to it. In case one or more records match the same container, the
minimum consumption value is set, otherwise, a null value is set. The resulting
data is taken as the input of the refilling technique. First, data gaps (i.e., consec-
utive missed records) are detected and refilled according to the following criteria.
Starting from both extremes of the gap up to seven minutes forward/backwards,
the missing data is recreated by a linear interpolation method. Finally, if miss-
ing values are still present at the gap (i.e., gaps is larger than 14 minutes), zero
values are assigned. The described process results in normalized time series of
consumption values without gaps.

A Jupyter notebook was implemented for data preparation, based on scripts
provided by ECD-UY, using Python (version 3) programming language, and
libraries Pandas and Numpy. The resulting notebook is available to download
from https://bit.ly/2RNO8SW. The effects of refilling on electric water heater
activation is observed in Fig. 2 (missing records) and Fig. 3 (after processing).

Fig. 2: A fragment of the electricity consumption of an electric water heater
(meter id. 466147) before refilling the data gaps.

Fig. 3: A fragment of the electricity consumption of an electric water heater
(meter id. 466147) after refilling the data gaps.

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 215

ISBN 978-9930-541-79-1



Electric water heaters: Evaluation of impact on thermal comfort 7

3.2 Water utilization forecasting model

Description. A particularity of electric water heaters is that when they are on,
their power consumption has just slight variations, and it can be considered as
constant. Therefore, the load curve can be represented in a binary format (0 when
off and C when on). Lets consider a time interval in which the electric water
heater is switched on continuously (defined as an on block). From the analysis
of the power consumption time series, some of these blocks are associated with
water utilization and other blocks correspond to thermal recoveries to maintain
the target temperature of the water.

The proposed forecasting model is based on identifying the on blocks asso-
ciated with water utilization and discarding those corresponding to thermal re-
coveries. In this regard, a threshold duration is defined, and any on block shorter
than the threshold duration is considered to be a thermal recovery block and
discarded. This is a robust approach, since discarding short blocks is not relevant
for the main goal of identifying long-term utilization blocks, which are generally
associated with showers. The analysis considers as a baseline an electric water
heater with a capacity of 60 l and an average water outlet flow rate, for which
the duration of the on block is approximately eight times the duration of the
utilization period. Applying this approximation, the information about on blocks
can be converted into water utilization. Fig. 4 presents an example of on blocks
and water utilization obtained with the aforementioned procedure.

ON ON with utilization

Recoveries One utilization, one turn on Many utilizations, one turn on

Fig. 4: Example of on blocks and water utilization patterns observed in the elec-
tric water heater consumption.

Features considered for training. An ExtraTrees Regressor model [20] was ap-
plied to train the forecasting model, considering the following input features:

– Use (120 Boolean values), indicating whether a water utilization occurs in
the past 120 minutes.

– Month (integer), indicating the month of the horizon to forecast.
– Day (integer), indicating the day of the horizon to forecast.
– Hour (integer), indicating the hour of the horizon to forecast.
– Dayofweek (integer), indicating the day of the horizon to forecast.
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– Workingday (boolean), indicating whether the horizon to forecast is a work-
ing day or not.

The output of the model is a vector of 120 Boolean values, indicating the
forecast of water utilization for the next two hours.

Evaluation. The standard mean absolute percentage error (MAPE ) metric is
applied for evaluating the proposed model. MAPE is defined in Eq. 1, where
actual i represents the measured value for t = i, pred i represents the predicted
value, and n is the predicted horizon length.

MAPE = 100 × 1

n

n∑
i=1

∣∣∣actual i − pred i
actual i

∣∣∣ (1)

3.3 Water temperature model

The equations for water heating and cooling in a water tank have exponential
components and depend on several variables, including the insulation factor,
the ambient temperature, the flow of water used, the time of use, the tank
volume, among other factors [10]. However, the proposed model applying the on
blocks and the estimation of water utilization makes it possible to define a linear
temperature model, which provides a good approximation in order to estimate
the TDI.

Five parameters are defined to build the temperature model from the data
of on blocks and water utilization:

1. Tmin: temperature at which the electric water heater is turned on by the
action of the thermostat when the water is cooling.

2. Tmax : temperature at which the electric water heater is turned off by the
action of the thermostat when the water is heating.

3. cheat: slope of the line when the electric water heater is turned on.
4. ccool: slope of the line when the electric water heater is turned off and no

water is being used.
5. cuse: slope of the line when using water, whether or not water is being used.

The considered parameters depend on several factors. This article proposes
a specific approach to approximate their values, to assure that if a temperature
approximation error occurs, it is always underestimated. This way, the proposed
model is conservative about comfort estimation. It is assumed that the user sets
the thermostat at a temperature value of 60o, with Tmin = 55o and Tmax = 65o.
The approximation model can be improved by considering more accurate values
for Tmin and Tmax, which could be requested to the users, e.g., via a survey
or web/mobile application. Fig. 5 presents a schema of the proposed model
definition from on blocks and water utilization. Grey on blocks represents thermal
recoveries, and on blocks caused by water utilization are marked in red.
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Fig. 5: Linear temperature model

The analysis of the temperature curve in Fig. 5 indicates that the water cools
with a slope ccool until it reaches Tmin, and at that moment the electric water
heater turns on. Heating phase starts with a slope cheat until the temperature
reaches Tmax. Then, another cooling phase occurs until a water utilization causes
a much faster cooling with a slope cuse. During the water utilization, the electric
water heater turns on almost immediately after opening the water stream. After
the utilization ends, the electric water heater remains on because the water
temperature is below Tmin, so it heats the water with a slope cheat until Tmax
temperature is reached, where the gray on block ends. Assuming the described
behaviour, the three slopes can be computed applying simple algebra.

The described procedure allows computing an approximation of the water
temperature in a given interval from a set of on blocks and water utilization
data in that interval. Therefore, a temperature forecast can be obtained from a
set of on blocks predicted for a future time interval.

3.4 Defining the TDI

The proposed TDI aims at capturing the thermal impact that a user suffers
due to an intervention by the electrical utility in the electric water heater, using
the defined water utilization forecasting and the temperature model. Since every
forecast has uncertainty, TDI is defined in terms of the expected value of the
difference of the aforementioned temperatures, as expressed by Eqs. 2 and 3.

TDI (I) = Ew

 ∑
u∈U(w)

TDI (I, u, w)

 (2)

TDI (I, u, w)=

tend (u)∫
tini (u)

(Tn(t, w) − Tint(t, w))dt+ ρ

∫
t∈τ

(Tcomf − Tint(t, w))dt (3)
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In Eq. 2, I refers to the interruption of the electric water heater by the
electric company, Ew represents the expected value of the indicator, considering
all the forecasting realizations. U(w) is the set of water utilization intervals in
the analyzed time horizon (several of them can occur in the studied period).

In Eq. 3, TDI (I, u, w) represents the discomfort index of an interruption, a
water utilization, and a realization w that defines a single scenario of temperature
evolution. tini(u) and tend(u) are the starting and finishing time of utilization
u. For realization w, Tn(t, w) is the temperature curve without interruption and
Tint(t, w) is the temperature curve with interruption. Finally, Tcomf is the water
temperature below which the user feels discomfort, and τ represents the time
interval in which Tint(t, w) ≤ Tcomf . The value ρ is a penalty attributed to the
area below the comfort temperature.

Fig. 6 presents a visual representation of TDI (I, u, w). The green area be-
tween the curve of temperature without interruption and the curve of tempera-
ture with interruption (defined by points PQRTU) is obtained from the integral∫ tend (u)
tini(u)

(Tn(t, w)−Tint(t, w))dt, representing the loss of heat due to the interrup-

tion. Additionally, the area below the comfort temperature (defined by points
RST and represented in red) is computed as

∫
t∈τ (Tcomf − Tint(t, w))dt, and

weighted by the penalty ρ.

Fig. 6: Graphical representation of TDI

4 Implementation

This section describes the implementation of the proposed approach for defining
TDI.
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4.1 Development and execution platforms

The proposed models were implemented on Python. Several scientific libraries
and packages were used to handle data, train models and visualize results, includ-
ing Pandas, Numpy, and Tensorflow. The experimental analysis was performed
on National Supercomputing Center (Cluster-UY), Uruguay [14].

4.2 Implementation details

Water utilization forecasting model. An Extratrees regression model was trained
using input features and output described in subsection 3.2. Parameter search
techniques were applied using a grid search implemented with GridSearchCV,
the standard tool from scikit-learn. GridSearchCV uses it with an estimator
using cross-validation and a predetermined metric to evaluate the models.

Linear temperature model. The implementation of the temperature model re-
quires knowing values Tmin and Tmax. Then, using the information of on blocks
and water utilization data, coefficients ccool, cheat and cuse are determined.

4.3 TDI calculation

A Monte Carlo simulation method is applied to compute the expected value
of TDI, defined by Eq. 2. 100 realizations of w with distribution N(0, 1) are
sampled. Then, for each value of w, the following procedure is applied:

– The next 12 hours are forecasted using the model described in Section 3.2.

– Using the temperature model described in Section 3.3 and the water utiliza-
tion forecast for the next 12 hours, the water temperature is obtained for
that period.

– An interruption of k minutes is simulated and the temperature for the next
12 hours is obtained using the proposed temperature model.

– Since Tmax , Tmin , Tcomf are known, Eq. 3 is applied to compute TDI (I, u, w)
for all uses.

– An auxiliary variable Suses(w) =
∑
u∈U(w) TDI (I, u, w) is computed.

Finally, after computing Suses(w) for each realization, TDI is computed as

the empirical expected value: TDI (I) =
∑w=100
w=1 Suses(w)/100.

5 Experimental validation

This section presents the experimental validation of the proposed approach for
defining a TDI.
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5.1 Water utilization forecasting

Metrics defined in Section 3.2 were applied to evaluate the implementation of
the proposed two hours water utilization forecasting model. A subset of data in
ECD-UY was used, consisting of ten electric water heaters with more than five
consecutive months of measurements. The grid search procedure was performed
on a two-dimensional grid to determine the best values for the number of trees
in the forest and the maximum depth of the tree. The best parameter setting
found by the grid search was n estimators = 50, max depth = 200.

Using the best parameter configuration, the ExtraTrees regressor achieved a
MAPE value of 11.79 in just 4.09 s of execution time. This accuracy is adequate
for the estimation purposes to compute TDI, considering the high variance in
the water utilization of an individual electric water heater. The method pro-
vides a useful tool for generating scenarios to apply the Monte Carlo simulation
approach, to estimate the empirical probability distribution of water utilization.

5.2 Water temperature model

The linear model described in Section 3.3 was determined for a real electric water
heater having a thermometer to measure the temperature of the water in the
tank. Values of Tmin = 55 ◦C and Tmax = 65 ◦C are known for this water heater,
due to the setting of the thermostat. Parameters of the model are calculated
as described in Section 5.1. Then, data of twelve hours on blocks of the electric
water heater were used to estimate the temperature, and compared with the
real temperature measured. Table 1 reports the comparison of the real and the
estimated temperature, and the largest difference in the three long utilizations
in the twelve hours analyzed.

Table 1: Accuracy of the water temperature model

1st utilization 2st utilization 3st utilization

Measured temperature 59.09 ◦C 53.03 ◦C 58.34 ◦C
Linear temperature 59.88 ◦C 55.12 ◦C 59.41 ◦C

Difference 0.79 ◦C 2.09 ◦C 1.07 ◦C

The second utilization had the largest temperature difference (2.7 ◦C, marked
in light blue in Table 1), which represents a percentage error of 4.5% in the worst
case. The other utilizations had a significantly lower error. The accuracy of the
temperature model is adequate for the purpose of estimating TDI.

5.3 TDI calculation

One of the main challenges related to the definition of TDI is modeling the
differences of temperature (∆T , quantitative factor) between performing an in-
terruption in different moments. A relevant case is analyzing the ∆T values
situations in the interruption affects the most to comfort.

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 221

ISBN 978-9930-541-79-1
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As a relevant sample study, the comparison of the TDI for two different
values of ρ and two particular electric water heaters (EWH 1 and EWH 2) is
presented. The considered electric water heaters model two different utilization
patterns from two different users. On weekdays, EWH 1 has two consecutive
utilizations, and EWH 2 is only used once. The TDI associated with a 20-minute
interruption between 20:10 and 20:30. Fig. 7 presents the empirical distribution
of uses (P (u)) from 19:00 to 22:00 for EWH 1 (left) and EWH 2 (right). For each
case, the interruption period is represented by the orange band.

19 20 21 22
hour

P (u)

19 20 21 22
hour

P (u)

(a) EWH 1 (b) EWH 2

Fig. 7: Probability distribution for water utilization of two electric water heaters.

For the presented example, it is expected for the TDI value to be higher for
EWH 2 than for EWH 1, because in the hours immediately after the interruption
analyzed, the average historical utilization is higher for EWH 2. On the other
hand, as the value of ρ increases, it is expected that the gap between the TDI
of both electric water heaters became larger. Table 2 reports the TDI values
computed for each electric water heater and ρ values.

Table 2: TDI applied for the interruption for EWH 1 and EWH 2.

appliance ρ = 1 ρ = 2

EWH 1 3362.3 ◦C s 4108.2 ◦C s
EWH 2 8109.6 ◦C s 11 041.7 ◦C s

Results in Table 2 confirms that the proposed index correctly models dis-
comfort. The TDI value is higher for EWH 2. Furthermore, the difference widens
when considering larger penalty values (ρ). These results show that TDI properly
models the differences of temperature between a scenario with an interruption
and a scenario without interruption, as expected.

6 Conclusions and future work

This article presented an approach to evaluate the impact on the thermal comfort
of direct demand response control using electric water heaters.

An index associated with the thermal discomfort is defined according to the
following procedure. A water utilization forecasting model was built from real
power data from a set of electric water heaters, using machine learning tech-
niques. Then, applying the water utilization model, a linear model was devel-
oped to estimate the temperature of the water in the electric water heater tank.
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Finally, the TDI associated with an intervention on the electric water heater
was defined stochastically, via Monte Carlo simulation.

The proposed models and the reliability of the proposed index were evalu-
ated in a real case study considering two electric water heaters from different
users, with different average historical utilization. The TDI values was ana-
lyzed for both electric water heaters for different penalization factors ρ. Results
confirmed confirms that the proposed index correctly models discomfort, since
higher TDI values were computed for the electric water heater with the higher
average historical utilization. The difference on TDI values increased when con-
sidering larger penalty values.

The main lines for future work are related to study the applicability of the
proposed approach to perform load shifting when several electric water heaters
are available, by properly adjusting the value of parameter ρ. In this scenario,
the ranking of TDI values (from lowest to highest) provides useful information
for decision-making when determining which electric water heaters should be
interrupted. Another line of future work is to estimate an economic value of the
TDI index. The economic value (in USD/MWh) would be useful to characterize
the profit of reducing the energy demanded by a set of electric water heaters by
applying the interruption action, in order to compare this strategy with other
demand response techniques (e.g., using fuel generators).
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Abstract. This article presents a system developed for the collection
and analysis of traffic data obtained from traffic camera videos using
computational intelligence. The proposed system is developed using the
modern object detection library Detectron2. A pipeline-type architecture
is used for frame processing, where each step is an independent, config-
urable functional module, loosely coupled to the others. The validation
of the proposed system is performed on real scenarios in Montevideo,
Uruguay, under different conditions (daylight, nightlight, and different
video qualities). Results demonstrate the effectiveness of the system in
the considered scenarios.

Keywords: computational intelligence; neural networks; traffic data;
smart cities

1 Introduction

The growth of cities and traffic density have led to an increased demand for
surveillance systems capable of automating traffic monitoring and analysis. The
main goal of these automatic systems is to aid or even remove the human labor for
vision based tasks that can be performed by a computer, providing regulators and
authorities the ability to respond quickly to diverse traffic issues and situations.

Tasks such as vehicle counting and infraction detection are of great im-
portance for Intelligent Transportation Systems [23]. Recently, computer vision
based detection and counting algorithms [22] have shown to be more effective
and outperform traditional traffic surveillance methods, such as methods using
different kinds of sensors [12]. However, there are still many challenges and open
issues in computer vision based vehicle detection and counting processes, caused
by illumination variation, shadows, occlusion, and other phenomena.

In this line of work, this article presents a system applying computational
intelligence (based on Artificial Neural Networks, ANN) to solve traffic analysis
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problems using video recordings provided by surveillance cameras. The problems
solved include vehicle detection, counting, classification, tracking, and detection
of different types of traffic offenses, such as red light intersection crossing and
parking vehicles in not allowed zones. The validation of the proposed system is
developed using real traffic videos from the city of Montevideo, Uruguay.

The main contributions of the reserch reported in this article include: i) a
methodology for the design of traffic analysis software systems using videos; ii)
specific implementations of vehicle detection, counting, classification and track-
ing methods, and iii) the validation of the proposed methods on real scenarios.

The article is structured as follows. Section 2 presents a background on com-
putational intelligence for image analysis. A review of the main related work is
presented in Section 3. The technical aspects of the solution, including the pro-
posed architecture, modules, and supporting libraries are described in Section 4.
The experimental validation is reported and results are discussed in Section 5.
Finally, Section 6 presents the conclusions and the main lines of future work.

2 Computational intelligence for image analysis

This section describes the main concepts about the analysis of traffic data using
computational intelligence.

2.1 Detection

One of the fundamental problems in computer vision is the task of assigning a
label from a fixed set of categories to an input image. This task is known as
image classification and is divided into tree subtasks: segmentation, location,
and detection.

The goal of semantic segmentation is to obtain a category for each pixel given
an input image. It does not differentiate instances of the same object because
each pixel in the image is classified independently. The classification and location
task consists of classifying an image with a label that describes an object and
drawing the box within the image around the object. The output in this task
are a label that identifies an object and a box that indicates where that object
is located. Object detection takes as input a set of categories of interest and
an image. The goal of this task is to draw a box around each one of these
categories, each time they appear in the image, and also predict the category.
This problem is different from classification and localization since there can be
a variable number of outputs for each input image.

Another task to consider is instance segmentation. Given an input image, this
task seeks to predict the locations and identities of the objects in that image.
Additionally, instead of simply predicting a region for each of those objects,
this task seeks to predict a segmentation mask for each of those objects and to
predict which pixels in the image correspond to each object instance.

In the last few years, computational intelligence and deep learning have led
to successful results on a variety of problems, including image classification.
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Among different types of deep ANNs, Convolutional neural networks (CNN)
have been extensively studied [8]. CNNs assume that the input to be classified is
an image. This assumption allows the network to be more efficient and to design
architectures that greatly reduce the number of network parameters.

Solving the object detection problem involves determining all the regions
where objects to be classified can be located. Given an input image, a Region
Proposal Network (RPN) uses signal processing techniques to create a list of
proposed regions in which an object can exist. This architecture class is named
R-CNN. Given an input image, an RPN is executed to obtain the proposals,
also called Regions of Interest (RoI). The main drawback of this approach is its
very high computational demands. In practice, the network training is slow and
needs significant memory. Fast R-CNN was proposed to mitigate these problems,
working in a similar way to R-CNN. In terms of speed, Fast R-CNN has proven
to be nine times faster than CNN in training time [7]. However, the computa-
tion time is dominated by the calculation of the RoI, which turns out to be a
bottleneck. This last problem is solved in Faster R-CNN [17].

Finally, one of the most recent methods to solve the instance segmentation
task is the Mask R-CNN architecture. Similarly to Faster R-CNN, this method
follows a multi-stage processing approach. It receives the complete image, which
is executed through a convolutional network and a learned RPN. Once the RoIs
are learned, they are projected onto the convolutional vector. Then, instead of
simply performing the classification and the regression of the regions of each RoI,
the method additionally predicts a segmentation mask for each region, solving
a semantic segmentation problem within each of the regions proposed by the
RPN. The RoI is finally wrapped to the proper shape.

2.2 Tracking

Object tracking consists in the process of accurately estimating the state of
an object -position,identity,configuration- over time from observations [14], thus
generating a trajectory given by the position of the object in each frame. When
several objects are located at the same time, the problem is called Multiple
Object Tracking. In this scenario, the difficulty of the task increases considerably
due to the occlusion generated by the interaction of the objects, which in turn
may have similar appearances. On the other hand, conditions such as the speed
at which the objects move, the lighting or that these change their appearance
depending on the position, require that the tracking system must be robust,
maintaining the object identifier in such situations.

In classical tracking methods, object features are extracted in each frame and
used to search for the same object in subsequent frames [25]. This causes errors
to accumulate in the process and if occlusion or frame skipping occurs, tracking
fails because of the rapid change of appearance features in local windows. Thus,
modern tracking methods apply two steps: object detection and data associa-
tion. First, objects are detected in each frame of the sequence and then, detected
objects are matched across frames. This paradigm is called tracking by detec-
tion [10] and it relies on the performance of the detection algorithm. Detected
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objects are matched across frames using different approaches, including optical
flow with mean shift of color signature, Earth mover’s distance to compare color
distributions, fragment-based features, and computational intelligence.

Another simple but effective method based on the tracking by detection
approach is Intersection Over Union (IOU) [2]. This method requires a detection
algorithm with a high rate of true positive results, as a detection is expected in
each frame for each object to be tracked. It is also assumed that the detection
of the same object in two consecutive frames present a great overlap of the
intersection over the union (defined in Eq. 1), which is common for videos that
present a high refresh rate.

IOU(a, b) =
Area(a) ∩Area(b)

Area(a) ∪Area(b)
(1)

The advantage of the IoU method, in addition to its simplicity, is that it has
lower computational cost than other methods. IoU can be integrated on other
methods to achieve a more robust and accurate monitoring

3 Related work

Several articles have proposed automated systems for the analysis of traffic data
applying image processing and computational intelligence techniques. The most
related to the research reported in this article are reviewed next.

Zhou et al. [28] studied the vehicle detection and classification problem ap-
plying deep neural networks. The You Only Look Once (YOLO) architecture
was used for vehicles detection and post-processing was performed to eliminate
invalid results. The Alexnet architecture was applied for classification, feature
extraction, and fine-tuning. The YOLO network obtained similar precision than
a Deformable Parts Model, while the Alexnet network using Support Vector
Machines (SVM) outperformed other methods such as Principal Component
Analysis and Absolute Difference in a public dataset.

Uy et al. [20] studied methods for identifying traffic offenses using genetic
algorithms (GA) and the recognition of offenders through ANN. GA were applied
to detect vehicles obstructing pedestrian crossings and to identify the location
of license plates in images, while a ANN is used to recognize the license plate
number. The license plates recognition accuracy was high (91.6% on 47 test
images), but some license plates were not properly located due to the vehicle
position respect to the camera. Zhang et al. [26] applied a Fully CNN with Long
Short Term Memory for the the vehicles counting problem. Compared to the
state of the art, the proposed ANN architecture reduced the mean absolute error
(MAE) from 2.74 to 1.53 on the WebCamT annotated dataset and from 5.31 to
4.21 on the TRANCOS dataset. In addition, the training time was accelerated
by up to 5 times. However, the proposed ANN was not capable of handling long
periods of information due to the large amount of memory required.

Dey et al. [5] applied CNN in a System-On-a-Programmable-Chip to analyze
and categorize traffic, including the quality-of-experience variable to improve
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predictions. A combination of transfer learning with re-training CNN models,
allowed improving the prediction accuracy. Arinaldi et al. [1] applied computer
vision techniques to automatically collect traffic statistics using Mixture of Gaus-
sian (MoG) and Faster Recurrent CNN. Training and validation were developed
on Indonesian road videos and a public dataset from MIT. Faster Recurrent
CNN was best suited for detecting and classifying moving vehicles in a dynamic
traffic scene, since MoG was weak for separating overlapping vehicles.

Chauhan et al. [3] studied CNN or real-time traffic analysis on Delhi, India.
A YOLO network was used, pre-trained on the MS-COCO dataset and fitted
with annotated datasets. The best trained model achieved a performance of 65–
75% mean average precision, depending on the camera position and the vehicle
class. This article provides the expected performance of YOLO models optimized
using annotated data. The recent article by Zheng et al. [27] proposed TASP-
CNN for predictinig the severity of traffic accidents, considering relationships
between accident features. The proposed method was successfully adapted to
the representation of traffic accident severity features and deeper correlations of
accident data. The performance of TASP-CNN was better than previous models
when evaluated using data from an eight years period.

Our research group has developed research on detection on pedestrian move-
ment patterns applying computational intelligence [4]. A flexible system was
developed to process multiple image and video sources in real time applying a
pipes and filters architecture to address different subproblems. The proposed
system has two main stages: extracting relevant features of the input images,
by applying image processing and object tracking, and patterns detection. The
experimental analysis of the system was performed over more than 1450 problem
instances, using PETS09-S2L1 videos and the results were compared with part
of the MOTChallenge benchmark results. Results indicate that the proposed
system is competitive, yet simpler, than other similar software methods.

4 The proposed system for traffic data analysis

This section presents the implemented system for traffic data analysis, describing
the function of each module and the input and output parameters.

4.1 Overall description

The proposed approach is based on a modular architecture that implements an
image processing pipeline [6]. The pipeline executes a set of tasks over input
images (e.g., translation/rotation, resizing, etc.) to extract useful features. The
modular architecture allowed for a progressive development process, starting
from a few general modules and incorporating specific modules for relevant data.

Fig. 1 shows the final architecture of the pipeline for traffic video analysis,
consisting of twelve modules. The pipeline has 40 parameters that allow control-
ling different aspects of the processing in each module.
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Fig. 1: The proposed pipeline for traffic video análisis

Four main stages are identified: i) video capture, object detection and track-
ing (in green in Fig. 1), detection data analysis (in orange), results visualization
(in blue), results storage (in red). They are described in the following subsections.

4.2 Video capture and object detection

The goal of video capture is producing the frames used in the pipeline. A video
stream (e.g., a local file or a webcam) is captured by a fast method using multi-
threading parallel computing to read the video frames, using OpenCV utilities.
Video capture initialize the cumulative data transfer object (DTO), used by all
modules to read and write data, and stores several fields in the DTO, including
frame number, image object, and annotations.

Then, the object detection process each frame to produce a bounding box,
mask, score and class of the detected objects. This module is based on Detec-
tron2 framework by Facebook [21], whose modular design allows using different
state-of-the-art detection algorithms, such as Faster R-CNN, Mask R-CNN, or
RetinaNet. The implemented module uses both synchronous and asynchronous
detection, and adds different functionalities on top of the detection framework
such as the possibility of defining regions of interest for the detection or filtering
the classes of the detected objects. The output of the detection module is con-
verted to the standard format used by the rest of the pipeline, so it might be
replaced by other detection module without affecting the other modules in the
pipeline. The output can contain bounding boxes or instance segmentation. The
rest of the pipeline is compatible with both type of outputs and can take advan-
tage of instance segmentation when available to compute more precise results
when analyzing patterns.
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4.3 Detection data analysis

Detection analysis includes five modules to extract information from data gen-
erated by previous modules in the pipeline.

The speed calculation module computes an estimation of the average speed
of each detected object in recent frames, in pixels per frame (PPF) or pixels
per second (PPS). The system stores the position of the center of each detected
object in the last n frames (n is a parameter) and so the speed is given by the
Euclidean norm of the first and last stored positions.

Detection count requires defining one or more counting lines on the video
image. Based on a structure that keeps each detected vehicle as an object with
several identifying properties, the counting module analyzes the vehicles that
overlap with the counting lines. This analysis considers the intersection of the
polygon of the mask or box with respect to the defined lines as an input param-
eter. If an overlapping is found, the vehicle information is updated with the lines
it overlapped and the frame number in which it did so.

With control lines analysis it is possible to define a relationship between two
lines, meaning that a vehicle should not cross both as doing so would be consider
an infraction. This allows detecting different types of infractions that involves a
vehicle circulating in a no-driving zone, e.g., a wrong turn or lane change near
a corner. This module uses detected bounding boxes or masks to recognize if a
vehicle overlaps with both lines in the relationship through the video.

The red light runs analysis module detect driving offenses of failing to comply
with red light signal. The region where each semaphore is located is defined as
an input parameter and each traffic light is associated with a line. The defined
traffic lights are analyzed to determine their color frame by frame, applying
an algorithm that transforms the cropped frame of the traffic light to Hue,
Saturation, Value (HSV) color model.

The no-stop zones analysis considers zones, represented by polygons, in which
vehicles should not stop (or park). The module analyzes the bounding box or
mask of those vehicles that intersects with the defined non-stop zone. If an
intersection greater than a certain value is detected, then the average speed of
the vehicle in the last n frames (n is a parameter) is considered. When the average
speed reaches a value lower than one, the vehicle is considered in infraction and
labeled as stopped.

4.4 Annotation and results visualization

The annotation module is responsible of modifying frames to show information
generated by the previous modules. The modified frames will be part of the
output video. Additionally, this module is in charge of drawing the detected ob-
jects, boxes, or masks as appropriate. Fig. 2 presents an example of an annotated
frame in one of the scenarios studied in this article.

The video visualization module is in charge of displaying the output frames
as they are produced, using OpenCV to create a window and display the frames.
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Fig. 2: Frame annotated with object masks, labels, text, lines, and polygons

4.5 Storage

The video storage module saves the frames in a file in a given path, considering
the output format and FPS rate specified an parameters. Finally, the results stor-
age module shows the information generated in each frame and the cumulative
one, using a JSON-based logging system.

5 Validation experiments

This section reports the validation experiments of the proposed system.

5.1 Case studies in Montevideo, Uruguay

The experimental evaluation considered two case studies in Montevideo, Uruguay.
The first case study correspond to the intersection of 8 de Octubre and Garibaldi
avenues, representing a classic intersection between two avenues in Montevideo.
The second case study correspond to the intersection between Rambla Wilson
and Sarmiento Avenue. This case is relevant because it involves the avenue con-
sidered as the main traffic lane during rush hour.

The test dataset used consists of four videos taken by video surveillance
cameras from the two studied locations. The cameras model is AXIS P1365
Mk II and record up to 60 frames per second. Recordings were taken at two
different times of the day, in the morning (8:00 AM) and in the evening (7:00
PM) to analyze the efficacy of the proposed system under different lighting
conditions. Fig. 3 presents sample images of the considered scenarios. In turn,
Table 1 summarizes the main properties of the analyzed videos.
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(a) G8 (b) G19

(c) R8 (d) R19

Fig. 3: Testing video scenarios

Table 1: Properties of the test videos

reference format resolution # frames rate duration

G8 MP4 1280×720 pixels 2393 8 FPS 5 minutes
G19 MP4 1280×720 pixels 2398 8 FPS 5 minutes
R8 MP4 1280×720 pixels 5998 20 FPS 5 minutes
R19 MP4 1280×720 pixels 5997 20 FPS 5 minutes

5.2 Development and execution platform

The proposed system was developed using Python and Anaconda for project
environment management allowing to install and maintain the required libraries
easily. For the implementation, training, and execution of the presented ANN
models, the Detectron2 framework [21], based on pytorch, was used. The tracking
service was provided by a Node.js server [19] running an implementation of the
Node Moving Things Tracker [15] library. OpenCV [13] was used for image and
video manipulation and processing.

The experimental evaluation was performed on a virtual environment defined
on a high-end server with Xeon Gold 6138 processors (40 cores and 80 threads
per core), 8 GB RAM, a NVIDIA P100 GPU and a 300 GB SSD, from National
Supercomputing Center (ClusterUY) [16]. Using this high performance comput-
ing platform, it was possible to dynamically reserve the resources needed for the
batch jobs for the system execution and validation.
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5.3 Metrics for evaluation

Statistical measures were considered for the evaluation of the developed system.
To account for the performance of stages that involve a binary classification, the
standard metrics were applied: True Positive (TP), which indicates the number
of occurrences where the model correctly predicts the positive class; True Nega-
tive (TN ) is the number of occurrences where the model correctly predicts the
negative class; False Positive (FP) the number of occurrences where the model
incorrectly predicts the positive class; and False Negative (FN ) indicates the
number of occurrences where the model incorrectly predicts the negative class.

Metrics proposed by Sokolova and Lapalme [18] were applied to evaluate the
performance of detection and classification algorithms, including:

– Avarage Accuracy : indicates the overall effectiveness of a classifier (Eq. 2).
– Error Rate: indicates the average per-class classification error (Eq. 3).
– Precision: reflects the percentage of the results which are relevant (Eq. 4).
– Recall : refers to the percentage of total relevant results correctly classified

(Eq. 5).

TP + TN

TP + TN + FP + FN
n

(2)

FP + FN

TP + TN + FP + FN
(3)

TP

TP + FP
(4)

TP

TP + FN
(5)

Metrics proposed by MOTChallenge [11] were used to evaluate the tracking
method. Special metrics are required for evaluating multiple object tracking:

– Identity Switches (IDSW ): indicates the number of occurrences where an
already identified object is assigned a new identificator.

– Multiple Object Tracking Accuracy (MOTA): is a global performance indica-
tor of the tracker combining three sources of error. (Eq. 6, where t represents
the frame and Gt the number of objects in frame t).

MOTA = 1−

∑
t

(FNt + FPt + IDSw)∑
t

Gt

(6)

5.4 Results: object detection

For the evaluation of the object detection module, the configuration baseline of
Detectron2 and the detection confidence threshold were taken into consideration.

The Detectron2 configuration baseline is a set of parameters which deter-
mines the type of ANN to be executed and the weight model. These baselines
are part of the Model Zoo in Detectron2 [21]. The main properties of the selected
baselines are presented in Table 2.
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Table 2: Details of the configuration baselines of Detectron2 used in the experi-
mental evaluation of object detection

R101-box X101-box R101-mask X101-mask

Backbone R101-FPN X101-FPN R101-FPN X101-FPN
Weights model R101 X-101-32x8d R101 X-101-32x8d
Using masks no no yes yes

The selected backbones used are ResNet-101+FPN (R101-FPN) which is a
Faster R-CNN and ResNeXt-101+FPN (X101-FPN) which is a Mask R-CNN.
The weight model R101 is an adaptation of the original ResNet-101 model [9]
and X-101-32x8d is a ResNeXt-101-32x8d model trained with Caffe2 [24]. In
turn, the detection confidence threshold allows discarding detected objects which
classification score value is lower than a given value.

Tables 3 and 4 reports the results of the considered detection metrics for the
G8 and G19 videos, respectively. These videos were selected as they account for
a representative traffic flow of the city in rush hours in the morning (G8) and
in the night (G19). In these videos the camera angle is such that the North to
South flow of vehicles occasionally occludes the vehicles in the West to East flow.
Additionally, this scenario has a crossing with multiple traffic lights which makes
the vehicles stop and accumulate producing interesting detection situations.

Table 3: Classification metrics obtained with different settings in video G8

configuration average accuracy error rate precision recall

R101-box-t03 0.93 0.07 0.91 0.73
R101-box-t05 0.87 0.13 1.00 0.48
R101-box-t07 0.78 0.22 0.93 0.23
X101-box-t03 0.93 0.07 0.89 0.75
X101-box-t05 0.88 0.12 1.00 0.49
X101-box-t07 0.79 0.21 1.00 0.24
R101-mask-t03 0.94 0.06 0.90 0.80
R101-mask-t05 0.93 0.07 0.97 0.72
R101-mask-t07 0.90 0.10 0.96 0.58
X101-mask-t03 0.93 0.07 0.89 0.79
X101-mask-t05 0.91 0.09 0.96 0.66
X101-mask-t07 0.91 0.09 1.00 0.61

Results in Tables 3 and 4 indicate that the proposed system had an overall
average accuracy of 85% and indicate that the mask configurations computed
better results than the box configurations in most cases (10 out of 12 instances).
No significant performance differences between R101 and X101 models on box
nor segmentation mask prediction were detected, but X101 had slightly better
results in the night cases for segmentation.
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Table 4: Classification metrics obtained with the different settings in video G19

configuration average accuracy error rate precision recall

R101-box-03 0.89 0.11 0.78 0.67
R101-box-05 0.82 0.18 0.89 0.40
R101-box-07 0.75 0.25 1.00 0.23
X101-box-03 0.84 0.16 0.70 0.53
X101-box-05 0.83 0.17 0.90 0.42
X101-box-07 0.73 0.27 1.00 0.21
R101-mask-03 0.87 0.13 0.67 0.67
R101-mask-05 0.85 0.15 0.67 0.60
R101-mask-07 0.86 0.14 1.00 0.49
X101-mask-03 0.89 0.11 0.77 0.70
X101-mask-05 0.87 0.13 0.92 0.56
X101-mask-07 0.87 0.13 0.96 0.53

5.5 Object tracking

The main parameter to consider is the tolerance, i.e. the number of frames before
the algorithm concludes that a tracked object is no longer in the sequence. The
tolerance value depends on the frame rate of the recording. Values corresponding
to half, one, and two seconds were considered in the study, as they represent time
windows in which the probability of a identity switch among detections is low.
That is, 4, 8, and 16 frames for G8 and G19 videos, and 10, 20, and 40 frames
for R8 and R19. The performance of the object tracking module depends on
the detection module. The X101-mask-05 detection setting was defined as basis
for all tracking tests as it was the best performing detection configuration.

Table 5: Tracking tests results

configuration MOTA

G8-t04 0.81
G8-t08 0.83
G8-t16 0.82
G19-t04 0.47
G19-t08 0.49
G19-t16 0.46

configuration MOTA

R8-t10 0.86
R8-t20 0.87
R8-t40 0.89
R19-t10 0.10
R19-t20 0.14
R19-t40 0.13

Results in Table 5 show average MOTA scores of 85% for the daylight cases
and significantly lower (30%) for the cases in the night. This indicate that the
module performs significantly better in daytime scenarios. In 3 out of 4 cases,
the configurations with one second of tolerance (8 frames in G8 and G19, and 20
frames in R8 and R19) had slightly better results than for nighttime scenarios.
MOTA was mainly affected by FN values. In the tracking evaluation this occurs
when an existing vehicle is not detected in a given number of frames, therefore
it is not tracked. Based on this observation, improving the detection module in
bad lighting conditions would also improve the tracker performance.
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5.6 Pattern analysis

For the evaluation of the counting module, the vehicle count resulting from
the pipeline execution was compared to the number of vehicles obtained using
manual counting. The performance of the method to count vehicles was measured
using the detection and classification metrics presented above. To perform the
evaluation, 30-second video segments were extracted from the four videos in the
original test dataset. Four segments were considered for each video, thus having
a total dataset of 16 segments from the two studied scenarios, eight taking place
during the day and eight during the night.

Table 6 reports the results of the counting module evaluation, using the
following configuration: the R101-mask-05 configuration was established for de-
tection; the tracking module uses an IoU of 0.05, and a loss tolerance of eight
frames for G8/G19 videos and 20 frames for R8/R19 videos.

Table 6: Counting test results

reference average accuracy error rate precision recall

G8 0.92 0.08 0.92 1.00
G19 0.52 0.48 0.62 0.76
R8 0.87 0.13 0.91 0.95
R19 0.19 0.81 0.27 0.33

Results in Table 6 show an average accuracy of 89% for the daylight cases and
36% for the cases in the night. This indicate that the counting module performs
better under good lighting conditions. In this case there is still room to improve
the classification of the counted vehicles as the comparison of precision and
recall shows that the main source of error are the FP, This means that the
counting algorithm correctly counts a vehicle, but classifies it in the wrong class.
Under bad lighting conditions the performance is poor, this is also caused by the
large number of FP, which in this case happens because the counting algorithm
counts not existing vehicles. The performance of this module can be mainly
improved by using a more precise classification model in the detection module,
while a better detection under bad lighting conditions would also improve the
performance of the counting module. Improving the classification under poor
lightning conditions is one of the main lines for ongoing and future work.

6 Conclusions and future work

This article presented the design and implementation of a system for the analysis
of traffic data using computational intelligence techniques.

The proposed system was developed following a flexible pipeline-type archi-
tecture built over the modern object detection library Detectron2. The proposed
design provides an efficient frame processing, by using independent, configurable
functional modules, loosely coupled between them. This feature allows including
new methods, modifying existing ones, and evaluate different alternatives and
configurations.
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The problems of object detection and tracking are solved using the Detec-
tron2 framework and the Node Moving Things Tracker library, respectively. The
information generated by these modules from the traffic videos allowed imple-
menting a set of modules for the collection and analysis of traffic data.

The validation of the proposed system is carried out using real videos from
two scenarios that include important streets of Montevideo, Uruguay, under
different conditions (daylight, nightlight, and different video qualities). These
recordings were taken in rush hours and show an interesting flow of vehicles.

Results demonstrate the effectiveness of the system in scenarios with proper
lightning conditions. The detection results shown a overall average accuracy
of 85%, and better performance using the mask models. In object tracking,
the average MOTA scores were 85% in daylight. Results dropped to 30% in
nighttime, indicating that improvements are required to deal with bad lightning
conditions. Similarly, the counting module performed an average accuracy of
89% in daylight and 36% in nighttime.

The main lines for future work are related to improve the object detection
module training the models with bad lightning conditions or bad weather anno-
tated examples. In turn, the experimental evaluation of the proposed system can
be extended to consider the analysis of red light runs and no-stop zones modules.
Another interesting line of work is related to developing more sophisticated pat-
tern detection methods to capture relevant events such as abrupt lane change or
even traffic accidents. We are working on these topics right now.
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Abstract: The installation of a storage system on a microgrid is essential to 

achieve a balance between demand and generation. Within the diversity of 

storage systems that exist, it is hydraulic storage that presents the best 

characteristics for long-term storage. We are located in the smart microgrid of 

CEDER to improve the efficiency of your hydraulic storage system. Initially, the 

system is formed by three water tanks at different altitudes, two centrifugal 

hydraulic pumps of 23 kW each, and a Pelton-type hydraulic turbine. With the 

replacement of the pumping system by another one formed by 4 hydraulic pumps 

of a lesser power (7.5 kW each), it has been possible to have a more modular 

system that allows the set to be started up with less surplus energy and an 

improvement in the efficiency of 18.9 % concerning the previous installation. 

 

Keywords: Electric Smart microgrids, hydraulic pumping system, hydraulic efficiency. 

1 Introduction 

Smart microgrids are locations where we can find a variety of power generation 

systems, where renewable generation systems predominate along with different 

storage and communications systems [1][2]. The correct control and monitoring of all 

the technologies provides the whole with a partial or total autonomy. 

Within these sites, storage systems are of great importance as they are the ones that 

allow demand generation control to be as optimized as possible [3][4][5]. The 

development of these systems gives us the possibility of increasing the integration of 

renewable energy sources in the electricity generation sector [6][7]. 

It is common for there to be a high presence of uncontrollable generation systems 

within the microgrid. The intermittent nature of the resource associated with this type 

of generation source makes its production uncontrollable and random and, therefore, 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 240

ISBN 978-9930-541-79-1

mailto:oscar.izquierdo@ciemat.es
mailto:paula.pena@ciemat.es
mailto:carlos.barrera@ciemat.es
mailto:%20luis.hernandez.callejo@uva.es;
mailto:%20luis.hernandez.callejo@uva.es;
https://cas.ciemat.es/owa/redir.aspx?C=fahC-lh9N1DRb40YKrNDXcSPPYmdPMsbei2KTpZScWAgE4C42-jXCA..&URL=mailto%3aoscar.duque%40eii.uva.es


requires the presence of storage systems when the uncontrollable systems are around 

50-100% [8] of the total energy generation of the microgrid. 

The most widely used and most efficient storage systems are batteries and 

hydraulic pumping systems. In this document we will develop the hydraulic pumping 

systems, which constitute 97% of the global stored power, assuming that about 160 

GW at the end of 2019, and more than 99% of the stored energy thanks to the high 

efficiency that it presents being around 80% [9].  

The hydraulic pumping systems can be river or non-river with the installation of 

water tanks at different heights. Conventional river installations are limited by water 

availability, flood control, and environmental considerations and therefore have 

limited potential. Non-river systems use artificial reservoirs at different altitudes to 

circulate water indefinitely in a closed circuit. The reservoirs are generally separated 

from several meters to several kilometres, connected by a pipe or a tunnel and the 

installation of a pumping and turbine system. Thanks to the installation of these 

reservoirs, together with the turbine and the pumping system, we can both store and 

generate. The system stores the excess electricity by pumping water to the upper 

reservoir and generating energy when the water flows to the lower level where the 

turbine is located, which will be in charge of transforming this gravitational energy 

into electrical energy.   

This storage technology has a high potential being proportional to the volume of 

the upper reservoir, the section of the pipe or tunnel, and the efficiency of the return 

journey. This makes it one of the best large-scale, long-term storage systems with low 

evaporation losses. This is the most economical large scale storage technology [8]. 

This paper aims to characterize the existing hydraulic pumping system that is part 

of the smart microgrid located at CEDER and propose the improvement of efficiency 

by replacing the hydraulic pumps that compose it.  

The rest of the paper is as follows: section 2 describes the CEDER microgrid 

power. Section 3 describes the hydraulic system, while section 4 characterizes its 

operation and calculates its efficiency. Section 5 presents the new pumping system, 

characterizing it, and calculating its efficiency. Finally, the conclusions obtained and 

the literature cited is presented. 

2 Description of the CEDER electric microgrid. 

CEDER is the Centre for the Development of Renewable Energies. It belongs to the 

Centre for Energy, Environmental and Technological Research (CIEMAT), which is a 

Public Research Organisation, currently dependent on the Ministry of Science and 

Innovation. 

It is located in the town of Lubia, province of Soria (Spain), and has an area of 640 

ha with more than 13,000 m2 built in three separate areas (see Figure 1).  
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Fig. 1. Location and distribution of buildings in the CEDER. 

CEDER-CIEMAT has a smart electric microgrid in operation on which you can act 

and make modifications for research purposes. The CEDER microgrid is fed by a 45 

kV distribution network and carries out a transformation at its input to 15 kV.  

Internally, there is an underground electrical network that feeds 8 transformer 

stations that adjust the voltage to 400 V low voltage, which is where all the elements 

of the microgrid are connected, as can be seen in Figure 2. 

 

 

Fig. 2. Distribution of medium voltage between transformer stations. 

The microgrid has a control system that monitors all components connected to it 

and allows it to be managed efficiently.  

The components connected to the microgrid are as follows: 

 Distributed generation system: Distributed generation consists of the production of 

electrical energy through many small energy sources in places as close as possible 

to the loads or points of demand. In this way, losses in the network are reduced by 

reducing the flow of energy through the network. 

In the electric microgrid of CEDER, there are different generation systems 

distributed by its 640 ha. and connected to the different transformation centres, 

always at low voltage.  
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Most of these generation systems are renewable and also uncontrollable, in other 

words, their primary energy source is neither controllable nor storable and their 

production cannot be controlled. 

 Non-Controllable: 

 Photovoltaic: 8 photovoltaic systems with 116.6 kW installed 

 Wind: 1 wind turbine of 50 kW and 15 meters in diameter. 

 Controllable: 

 From renewable origin:  

 Turbine-pump system 

 From non-renewable origin:  

 Diesel group: 100 kVA. 

 Storage system: they are fundamental to achieve the balance between Distributed 

generation consists of the production of electrical energy through many small 

energy sources in places as close as possible to the loads or points of demand and 

generation. They allow for the accumulation of surplus energy at times when 

generation is exceeding Distributed generation consists of the production of 

electrical energy through many small energy sources in places as close as 

possible to the loads or points of demand, avoiding the injection of this energy 

into the distribution network, and making it possible to use it at those moments 

when it is most necessary, based on the microgrid control strategies defined from 

the analysis of generation, demand and storage data. 

 Mechanical: 

 Hydraulic pumping system. 

 Electrochemicals: 

 Pb-acid battery I: 120 glasses of 2 V with capacity 1080 Ah at 120 

hours. 

 Pb-acid battery I: 120 glasses of 2 V with capacity 765 Ah at 120 

hours. 

 Li-ion battery: 2 racks of 14 modules and 14 cells per module. Each 

cell has a nominal capacity of 50 Ah, a nominal voltage of 3.2 volts 

and a nominal power of 160 Wh (1 hour). 

 Loads and demand: these are the elements that allow CEDER's daily operation, 

that is, the different buildings and equipment that demand energy for their 

operation. All loads are connected to the low voltage network. For monitoring 

demand, apart from the meter of the distribution company, CEDER has eight 

electrical network/energy quality analyzers (PQube), one for each transformation 

centre. 
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The purpose of this paper is to characterize the pumping system that is part of the 

reversible hydraulics and to improve its efficiency. 

3 Description of the hydraulic system 

CEDER has a hydraulic system of turbine-pumping, which besides transforming the 

potential power of the water into electricity through a turbine and an electric 

generator, can carry out the inverse process, that is, to increase the potential energy of 

the water by pumping it from a reservoir at the exit of the turbine to another at a 

higher level consuming electric power. It can, therefore, be considered a system of 

generation and a method of storing power at the same time.  
This system is made up of: 

 Pelton-type hydraulic turbine connected to a 60 kW asynchronous electric 

generator (Figure 3). The downstream pipe to the turbine from the main water 

storage tank has a significant pressure loss in its final section due to the ground 

conditions do not allow it to be carried in a straight line, which means that the 

maximum stable generation that can be achieved with it is 40 kW. 

 

Fig. 3. Pelton-type hydraulic turbine and 60 kW asynchronous electric generator.  

The installation is completed with a capacitor bank to compensate for the power 

factor of the asynchronous generator and a control system, as shown in Figure 4. 

  

Fig. 4. Capacitor bank and turbine control panel. 
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 Three water storage tanks with a total capacity of 2000 m3 and an 86 meter total 

difference in level (Figure 5). 

The upper tank (LEVI) has a capacity of 500 m3 (25 meters in diameter and 0.5 

meters high). The intermediate tank is 16 meters below the upper tank and has a 

capacity of 1500 m3 (25 meters in diameter and 3.5 meters in height). The lower 

tank has a capacity of 1900 m3 (25 meters in diameter and 3.5 meters in height) 

and is approximately 70 meters below the intermediate tank. 

 

Fig. 5. Water storage tanks.  

 Hydraulic pumping system consisting of two pumps of 23 kW each (Figure 6), 

with a soft starter to avoid demand peaks. 

 
 

Fig. 6.  Hydraulic pumping system consisting of two pumps of 23 kW each. 
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4 Characterization of the hydraulic pump-turbine system 

4.1  Pelton-type hydraulic turbine 

The turbine has hardly been used before starting this work so we do not have a 

detailed knowledge of its behaviour, therefore, the first task to develop will be its 

characterization to know its operation, and the amount of water it consumes according 

to the power it produces.  

To know the amount of water in the main storage tank (intermediate tank), an 

ultrasonic sensor has been installed which monitors the height of the water in 

millimetres, so that to know the litres consumed, the volume of water must be 

calculated from the diameter of the tank, which as we saw in the description in the 

previous chapter, is 25 metres. 

To characterize the turbine, a series of tests have been carried out, turbine at 

different powers and seeing the water demand for each of them, and the following 

results have been obtained: 

 Turbine at 5 kW: Figure 7 shows water demand of the turbine operating at 5 kW. 

 
 

Fig. 7. Turbine demand graph at 5 kW. 

With the turbine generating 5 kW for 1 hour, the water tank level decreases from 

1955 mm high to 1795 mm, which means it consumes 160 mm of water every 

hour. As the tank is 25 metres in diameter, this is equivalent to a demand of 

78540 litres of water per hour of operation.  

Figure 7 shows data averaged over 15 minutes. If we look at the instantaneous 

data, we can see that it is difficult to maintain such a low power setting since its 
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nominal operation is around 30 kW, so we will always try to turbine at powers 

higher than 10 kW. 

 Turbine at 10 kW: the water demand of the turbine operating at 10 kW is 220 

mm water height in one hour that is 107992 litres of water. 

 Turbine at 15 kW: the water demand of the turbine operating at 15 kW is 300 

mm water height in one hour that is 147262 litres. 

 Turbine at 20 kW: the water demand of the turbine operating at 20 kW is 370 

mm of water per hour, which is equivalent to 181623 litres of water. 

 Turbine at 25 kW: the turbine has a demand of 450 mm of water per hour, 

equivalent to 220893 litres of water. 

 Turbine at 30 kW: in figure 8, it can be seen that at 30 kW the demand is 540 

mm of water per hour, which is equal to 265072 litres of water. 

 

Fig. 8. Turbine demand graph at 30 kW. 

If instead of data averaged over 15 minutes, we represent the instantaneous values, 

we get Figure 9. 
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Fig. 9. Turbine demand graph at 30 kW. Instantaneous values. 

Figure 9 shows how the turbine generates almost constantly at 30 kW for 30 

minutes and the water tank level increases from 2030 mm high to 1760 mm, that is, it 

consumes 270 mm of water.  

 Turbine at 35 kW: the water demand of the turbine operating at 35 kW is 700 

mm per hour, that is, 343612 litres. Moreover, as it was at low power levels, it 

has difficulty in maintaining a constant and stable generation.  

 Turbine at 40 kW: the behaviour is similar to the previous case, which means 

that there is no stable generation and the water demand is very high. Almost 900 

mm of water is consumed per hour, which is equivalent to 441786 litres. 

If we gather all these values in Figure 10, we can perfectly characterize the 

operation of the turbine. 
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Fig. 10. Turbine demand-generation graph 

In Figure 10 we can see how the amount of water consumed by the turbine 

increases in an almost linear way according to the power produced, up to 30 kW, and 

from then on the demand shoots up. Summarising the data for each power, we have: 

Tabla. 1. Summary of turbine demand.  

Power Generated 

(kW) 

Water demand 

(mm/hour) 

Water demand 

(litres/hour) 
mm per kW 

5 160 88357 32.0 

10 220 117810 22.0 

15 300 147262 20.0 

20 370 181623 18.5 

25 450 211076 18.0 

30 540 265072 18.0 

35 700 311705 20.0 

40 900 441786 22.5 

The lowest water demand per kW produced is in the 20-30 kW range, where only 

about 18 mm is needed for each kW of power generated by the turbine. Therefore, as 

far as possible, the turbine should ideally be operated in this power range. 
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4.2  Hydraulic pumping system 

As was the case with the turbine, the hydraulic pumping system has also been used 

practically nothing before starting this work, so it is once again essential to carry out 

an initial characterisation task to define its operation.  

In this case, it will be necessary to know the amount of water that the hydraulic 

pumps are capable of taking up to the upper tanks and their levels of electricity 

demand. 

To characterize the hydraulic pumps, a series of tests have been carried out, similar 

to those carried out with the hydraulic turbine, but simpler, given that the demand of 

the pumps is practically constant, as can be seen in Table 2. 

 
Table. 2. Hydraulic pumping system demand. 

Hour 
Power demand 

(kW) 

Pumped Water 

(mm height) 

Pumped Water 

(litres) 

12:00 23.58 11.20 5520 

12:15 23.62 11.25 5522 

12:30 23.77 11.18 5529 

12:45 23.78 11.20 5530 

13:00 22.29 11.15 5513 

13:15 23.71 11.19 5528 

13:30 23.76 11.25 5529 

13:45 23.02 11.23 5498 

Figure 11 shows the behaviour of one of the hydraulic pumps over three hours. 

 

Fig. 11. Graphic of hydraulic pumping system (1 pump).  

0

20

40

60

80

100

120

140

160

0

5000

10000

15000

20000

25000

30000

12:00 12:15 12:30 12:45 13:00 13:15 13:30 13:45 14:00 14:15 14:30 14:45 15:00

Pumping water system

Pump power consumption (W)

Pumped water (mm)

W mm

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 250

ISBN 978-9930-541-79-1



With this data, we can define the behaviour of the hydraulic pumping system which 

is shown in Table 3. The amount of water pumped every 15 minutes by each of the 

pumps is approximately 5520 litres, so in one hour 22100 litres are pumped up to the 

upper tanks and for this, the average demand of 23.69 kWh is required.  

Table. 3. Summary of hydraulic pumping system demand. 

Power Demand 

(kW) 

Pumped water 

(mm/hour) 

Pumped water 

(litres/hour) 
mm per kW 

23.69 44.80 22100 1.89 

47.41 89.70 44200 1.90 

4.3  Efficiency of the hydraulic pump-turbine system 

After an analysis of the data obtained from the pumping system and the turbine, we 

can determine the efficiency of the hydraulic pump-turbine system as a whole: 

 

𝜂 =
𝑙𝑝𝑢𝑚𝑝𝑒𝑑 𝑤𝑖𝑡ℎ 23,69 𝑘𝑊

𝑙𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 𝑡𝑜 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒 23,9 𝑘𝑊
=

44,8 𝑚𝑚

426 𝑚𝑚
= 0.105 

 
The efficiency is 10.5%. This low efficiency is mainly due to the pumps used are 

not designed for this purpose but rather that some old pumps available at CEDER 

have been reused.  

The demand of water for turbines indeed occurs at times of power demand by 

CEDER that could not be covered otherwise or a penalty would have to be paid to the 

electricity distribution company for the excess of the contracted power, while the 

pumping occurs in hours of excess power that if it were not pumped, would be given 

to the distribution company. 

Another disadvantage of this pumping system is that since each pump consumes so 

much power in its operation, the surplus power needs to be very high for it to start and 

begin to store it. Thus, the monitoring that allows making the generation curve (see 

Figure 12 and Figure 13) is far from optimal.  

For the first hydraulic pump to start there must be a surplus of 23 kW, and for both 

to start, there must be a surplus of more than 46 kW, which happens a few days a year 

on sunny summer days or with a lot of wind. 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 251

ISBN 978-9930-541-79-1



 

Fig. 12. Graph of power surplus in a day 

 

Fig. 13. Graph of stored power with pumping system 

In Figure 12, the yellow area represents the power surplus of October 26, 2019, if 

the hydraulic pumps had been turned off since the production of CEDER's generation 

systems (blue line) is greater than its demand (purple line). Part of that power could be 

stored (as was done using the pumping system). 

In Figure 13, we see the data from the same day (10/26/2019) but with the 

hydraulic pumps on to store the surplus power. The green area is the stored power 

(actually it is not the stored power, but the power spent by the pumps to bring water 

up to the upper tank) and the yellow area is the surplus power that could not be stored 

and therefore is injected into the distribution network. 
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As mentioned above, the fit between storage and generation is not very good, since 

a lot of surplus power is wasted as hydraulic pumps are very consumptive and cannot 

be started up except when there is a very high surplus power. 

Moreover, as they are old hydraulic pumps, they cause many maintenance 

problems, water losses, etc. and the pumping system has to be stopped for a long time 

to solve them. 

5 Characterization of the hydraulic pump-turbine system 

After what was seen in the previous section, the first measure to be taken in this work 

is to replace the hydraulic pumping system formed by the two horizontal pumps of 23 

kW each, with another system formed by four vertical hydraulic pumps of 7.5 kW 

each (see Figure 14) that are available in the centre after having dismantled an 

installation that was no longer in use. 

 

Fig. 14. New pumping system 

With this replacement several of the problems of the old pumping system are 

eliminated since the pumps are newer, so they give fewer maintenance problems; they 

are designed for a similar purpose to the one they are going to be used, not like the old 

ones and they consume a much lower amount of power so they can start longer 

periods and many more times, without the need of having a 23 kW surplus as we saw 

before with the old system. In Figure 15 and Figure 16 we see how the adjustment of 

storage and generation is much better with the new pumps than with the old ones.  
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Fig. 15. Graph of power surplus in a day 

 

Fig. 16. Graph of stored power with the new pumping system 

Once the pumps have been replaced, the pumping system must be re-characterized 

to know how it works (see Figure 17). It is summarized in Table 4. 
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Table 4. New pumping system demand. 

Hour 
Power demand 

(kW) 

Pumped Water 

(mm) 

Pumped Water 

(litres) 

13:45 7.52 11.00 5399 

14:00 7.49 11.03 5412 

14:15 7.49 10.97 5387 

14:30 7.51 11.01 5405 

14:45 7.50 11.00 5399 

15:00 7.51 11.01 5402 

To see the joint efficiency of the reversible hydraulics we can compare the water 

raised to the upper tank using two pumps, which is equivalent to a demand of 15 kWh, 

with the water consumed by the turbine to produce the same power. 

With two pumps in an hour 43308 litres of water are raised consuming 15 kWh, 

and water demand of the turbine for an hour producing 15 kW is 147262 litres.  

η =
Einput

Econsumed

=  
43308

147262
= 0.294  

This gives us efficiency for the four-pump reversible hydraulic system of 29.4%, 

much higher than the 10.5% obtained with the old two-pump system. 

6 Conclusions 

In this paper, we have characterized the reversible hydraulics that is part of the 

CEDER smart microgrid and described the improvement of its efficiency by replacing 

a pumping system based on two horizontal pumps of 23 kW each, by another with 

four vertical pumps of 7.5 kW each.   

By replacing the pumps, the efficiency of the hydraulic system has been improved 

from nearly 10% to over 29%, which means that three times less power is needed to 

pump the same amount of water to the upper tank and then to turbine it. 

Besides, the new pumping system allows us to store much better the surplus of 

power by being much more modular, which allows us to go started up pumps as we 

have a surplus of power. The old system did not start up until the surplus was at least 

23 kW, and all that power that could not be stored was wasted and injected into the 

distribution network. However, with the new system, power can be stored from 7.5 

kW upwards, as the pumps start and stop depending on the surplus power to try and 

optimise the storage as shown in Figure 22. 
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Abstract. Advanced operation and maintenance of solar photovoltaic (PV) plants 
are necessary. With regard to maintenance, having defective cell sorting tools is 
important today. This work presents a methodology for the selection of variables 
important for the training of a defective cell classifier. To do this, the authors 
propose different classifiers and analyze their results, using electroluminescence 
images and I-V curves, at the level of a PV solar cell. In order to carry out the 
study, the authors use a PV solar module with accessible cells, in order to obtain 
I-V curves for each of the cells. 

Keywords: photovoltaic cell defect, classifier, artificial intelligence. 

1 Introduction 

Renewable generation plants are being installed in the last decade. Among the re-
newables, photovoltaic (PV) solar plants are the most interesting in recent years, and it 
seems that they will be the most installed in the following years [1, 2]. 

The operation and maintenance (O&M) of PV solar plants are critical for industry 
players. The development of new equipment and methodologies for its application in 
PV solar plants are necessary, and in this sense, research and industry are evolving 
rapidly [3]. 

Some researchers have worked with real data from PV solar plants, and they have 
obtained important results of defects in them [4]. The PV inverter is a critical element 
in PV solar plants, but so is the PV solar module. A PV solar module is made up of PV 
solar cells, and these cells can present different problems or defects, as shown in the 
work presented in [5]. Although the knowledge at the PV solar cell level is interesting 
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for operators and maintainers of PV solar plants, the measurement level should be in 
the PV solar module. 

The detection of faults in PV solar modules is subject to obtaining field data. The 
data obtained can be I-V curves, both from the PV solar cell (when the cell contacts can 
be accessed) or at the PV solar module level [5, 6].  

Another way to obtain field data is by taking images. Classically, thermographic 
imaging (IRT) has been used for early detection of hot spots [7], and in recent years this 
IRT method has been carried out using drone flight [8, 9]. 

Artificial Intelligence (AI) is being applied in PV solar plants. AI application has 
long focused on energy production forecasting issues [10]. Some authors present a tax-
onomy study, which is a process to divide and classify the different forecasting meth-
ods, and the authors also present the trends in AI applied to generation forecasting in 
solar PV plants [11]. The use of artificial neural networks (ANN) has been successful 
in the last decade, some authors use ANN together with climatic variables to forecast 
generation in PV solar plants [12], while others use support vector machine (SVM) to-
gether with an optimization of the internal parameters of the model [13]. 

ANN have also been used for other tasks, such as for the detection of problems in 
energy production, as is the case of work [14], where the authors use radial basis func-
tion (RBF) to detect this type of failure in production. A similar goal is sought in [15], 
where this time an SVM-based model is employed. 

Therefore, it is possible to affirm that the use of AI is common in PV solar plants. In 
this work, the authors present a comparison between AI-based models to classify PV 
solar cells. For this, the authors have a PV solar module manufactured in a special way, 
since PV solar cells have their back contacts accessible, with which their total charac-
terization is possible [5]. With this situation, it is possible to have images (electrolumi-
nescence, EL) and their I-V curve, so it is feasible to label each cell (group 1: good, 
group 2: fair and group 3: bad) based on its production efficiency. The work makes a 
comparison between models to classify PV solar cells. The study is novel, since the 
cells are labeled based on their production efficiency, and this has been made possible 
thanks to the customized PV solar module. The document is as follows: section 2 pre-
sents the materials and methodology used, section 3 shows the results and section 4 
deals the conclusions and future work. 

2 Materials and methodology 

This section is intended to explain the materials used, as well as the methodology 
followed to validate the classifier. 

2.1 Materials 

It has been used a 60-cells polycrystalline module composed of cells with and with-
out defects. The front and back views of the module are presented in Figure 1, a) and 
b) respectively. The module has been ad-hoc manufactured with all cells accessible 
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from the backside of the module. Regarding the cell numbering, it has been used num-
bers from 0 to 59 to identify the cell, as detailed in Figure 2.  

 

 
a) b) 

Figure 1. a) Front view of the module. b) Back view of the module. 

The first string (first and second columns in the back view) contains manufacturing 
defects, the central string (third and fourth columns) contains soldering faults while the 
third string (fifth and sixth columns in the back view) contains breaking deficiencies. 
The low efficiency defects (cells 1 and 4) are due to manufacturing problems, but they 
do not correspond with breaking or short-circuited cells. Short-circuit cell (cell 6) has 
been generated by extending the cell connection tabs beyond the ordinary placement, 
short-circuiting the cell. In order to simulate the bad soldering defects, buses from the 
back of some cells have been left without soldering, either one bus (cell 22) or two 
buses (cell 34). Three buses have not been left without soldering in any case as it would 
had meant that this cell would not be series connected to the rest. The cell with only 
1cm welded (cell 27) simulates a bad soldering, in which only 1 cm of the bus is welded 
instead of the typical 15 cm welded. When a piece of broken cell is placed on top of 
another cell (cells 49, 58 and 59), what it really generates is a partial shading. It could 
simulate an important permanent bird crap. These types of defects are analyzed as they 
ordinarily appear in commercial modules in operation, either in manufacturing, 
transport or operation. However, commercial modules are not accessible at the cell 
level. That is why an ad hoc module has been manufactured for the defects characteri-
zation. 

The nominal characteristics of a standard module of this type are: nominal power (P) 
250 W, efficiency 15.35%, maximum power point current (Impp) 8.45 A, maximum 
power point voltage (Vmpp) 29.53 V, short circuit current (Isc) 8.91 A and open circuit 
voltage (Voc) 37.6 V. Having 60 cells in series, the nominal values of a healthy cell 
have being considered: nominal power 4.17 W, Impp 8.45 A, Vmpp 0.49 V, Isc 8.91 A 
and Voc 0.63 V.  
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Table 1. Cells defects types and location per string. 

String Defect  Cell 
First String –  
Manufacturing defects 

Low efficiency cell (9% approx.) 1, 4 
Medium efficiency cell (16.4% approx.) 14, 17 
Short-circuited cell 6 

Central String –  
Soldering defects 

One bus without soldering 22 
Two buses without soldering 34 
Only 1cm of each bus welded 27 
All tabs loose (without soldering) 38 

Third String–  
Breaking defects 

Split cell (without cell area decrease) 50, 51 
Cracked cell (with cell area decrease) 41, 42, 55, 57 
Defects B-1 and B-2 in the same cell 45 
Piece of other broken cell over the cell 
surface 

49, 58, 59 

I-V curve measurement (at the cell level) and EL images have been carried out at 
CIEMAT’s facilities (Madrid, Spain). In summary, the facilities used are the following: 

■ The indoor measurements have been performed in the commercial system Pa-
san SunSim 3CM, that consists of a light pulse solar simulator class AAA ac-
cording to IEC 60904-9 standard, which can perform I-V curve measurements 
at Standard Test conditions.  

■ The EL and indoor IRT tests simultaneously to the EL have also been taken in 
this chamber. The module is fed with a Delta power supply SM 70-22. A Fluke 
189 multimeter connected to module terminals allow to register the exact mod-
ule voltage. EL and IR images are captured with a PCO 1300 and a FLIR SC 
640 camera, respectively.  

In this way, the information of the EL image and I-V curve of each PV solar cell is 
obtained. This information will serve to validate the different models. In the training 
phase, the cells used will be labeled (group 1: good, group 2: fair and group 3: bad) 
according to the information obtained from their I-V curve, as explained in the follow-
ing section. 

2.2 Methodology 

Since the EL image is taken from the entire module, the first thing is to cut out the 
cells, in order to have them individually. For this, a 115x115 pixel cropping window 
has been established, which has offered the best adjustment by superimposing it on 
each cell. It is necessary to zoom to the maximum to adjust the window optimally, thus 
ensuring that all the cropped images are aligned, and thus avoid including the black 
margins that separate (due to the natural structure of the panel) the cells. After that, with 
the objective of improving the edges, the images have been loaded in Python reducing 
each side by 1 pixel, finally resulting in 60 images of size 113x113. 
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Now, given the classification proposed in the work, in which the cells were grouped 
according to the power measured individually in each one, it is not possible to appreci-
ate visible features (see Figure 2) that characterized the elements of the different groups, 
except perhaps the black spots in group 3. 

 
Figure 2. EL image and cell numbering for model training. Association of 

cells with each of the 3 groups. 

Regarding the groups, the cells have been labeled according to their potency (meas-
ured through the I-V curve) and with the following criteria: 

■ Group 1: Power ≥ 95%. 
■ Group 2: 80% ≤ Power < 95%. 
■ Group 3: Power < 80%. 

To demonstrate the correctness of this classification, the authors have proposed us-
ing Self-Organizing Maps (SOM) to be able to observe the similarities detected between 
cells. SOM are a type of unsupervised neural network, and its purpose is to reduce the 
dimensionality of the data, as well as to preserve the topological properties of these 
[16]. It is made up of only 2 layers, the input and the output. The input layer has a 
number N of neurons equivalent to the dimension of the data. The output layer repre-
sents a two-dimensional array of neurons, each with an assigned N-dimension weight. 
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Each time the SOM map algorithm is executed, the weights are randomly initialized 
(once initialized, they are organized and distributed on the map based on their proxim-
ity) and compete with each other each time a data is entered in the input layer. The 
neuron whose weight most closely resembles the input information is the winner, which 
causes an update in the value of its weight, as well as that of its neighbors. Therefore, 
the algorithm consists of iterating enough times and each time choosing a random data 
in the training sample in order to progressively update the map until it is molded to the 
structure of the starting information. Furthermore, to study the similarity between the 
data, the Euclidean distance is used as the standard distance. In this study, a SOM net-
work of 20 rows and 20 columns has been proposed, and the results will be shown in 
the results section. 

Therefore, it has been necessary to decide which variables are the representative ones 
of the 60 members. Each image (in grayscale) is a matrix of 113 rows by 113 columns, 
where each coordinate or pixel takes values from 0 (black) to 255 (white). Therefore, 
each one has 12,769 pixels that take 256 possible values. From this information, 28 
variable candidates have been calculated, thus obtaining a DataSet (D) of 60 rows by 
30 columns, according to the procedure observed in Figure 3. 

 
Figure 3. Pseudocode of the procedure for selecting the most significant var-

iables. 

Within the set of variables, the first 10 represented the number of pixels with values 
comprised in bands of length 25, except for the tenth variable that represented the num-
ber of pixels between 225 and 255. The next 9 variables represented 9 percentiles that 
ranged from the 10th percentile to the 90th percentile. The last 9 represented the range, 
the global sum of the 12769 pixels, the mean, the variance, the mode, the energy, the 
entropy, the kurtosis and the statistical skewness. 
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Before deciding the variables with which to start the study, some requirements that 
influence their choice must be taken into account. On the one hand, it has been sought 
to obtain the best global results, but it has been also tried to minimize the error in the 
classification of the elements related to group 3, that is, to avoid classifying elements 
from group 1 or 2 into group 3 and, vice versa. Furthermore, there is the possibility that 
there is more than one variable that returns similar values for cells of opposite groups, 
and therefore causes noise in the information. The above has been taken into account. 

Given the difficulty of knowing which variables offer optimal results, the chosen 
strategy (previously standardizing all the data in mean 0 and variance 1) has consisted 
of repeating the method proposed in Figure 4 successively. For this, 55 random cells 
are chosen 20,000 times, as detailed in the following Figure 4. 

 
Figure 4. Proposed methodology for the selection of main variables. 

Next, the method is explained: 
1. A random number R is obtained between 5 and 23. Next, R variables are 

chosen at random from among the 28 possible ones. 
2. Subsequently, principal component analysis is applied, saving the first var-

iables that explain more than 99.5% of the variance of the data. Therefore, 
from now on, we work with 60 individuals explained in at most R new 
variables. 

3. The next step is to apply k-nearest neighbors (knn). As we are interested in 
obtaining a good classification, the optimal number of neighbors k is 
sought, choosing between 1 and 10, starting from the one that offers the 
best results when applied in 200 random samples of size 55-training, 5-test. 
Once k has been obtained, the percentage of success with knn is now esti-
mated from 20,000 random samples of size 55-training, 5-test. Finally, the 
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proportion of bad classifications related to group 3 is noted. If the percent-
age of success with knn is less strict than 70%, step 1 becomes. 

4. Now, exceeding 70% of success with knn, Support Vector Machines (SVM) 
is applied taking into account the following parameters: 

a. Core: function in charge of transporting the data to a higher di-
mension where a better separation of the same can be achieved. 
Sigmoidal, polynomial, Gaussian and linear core are taken into ac-
count for the experiment. 

b. Penalty parameter C: it is an indicator of the error that one is will-
ing to tolerate. The values for C of 10, 50, 75 and 100 are taken 
into account for the experiment. 

c. Gamma: indicates how far the points are taken into account when 
drawing up the separating boundary. The gamma values of 1, 0.8, 
0.6, 0.4, 0.1, 0.01 and 0.001 are taken into account for the experi-
ment. 

d. Degree: degree of the function in the polynomial nucleus. Grades 
1, 2, 3 and 4 are taken into account for the experiment. 

5. Based on these parameters, a search is made among all the possible combi-
nations which one of them offers the best results applied to 200 random 
samples of size 55-training, 5-test. In Python there is a command called 
GridSearchCV that performs the above task. 

6. Once the ideal combination has been obtained, the efficacy of SVM is esti-
mated running based on these parameters and applied to 20,000 random 
samples of size 55-training, 5-test. Hit and misclassification ratios related 
to group 3 are saved. 

7. Back to step 1. 

For a sufficiently wide data collection, it has been necessary to run the previous 
process in Python for around 40 hours to obtain 1800 iterations, of which 250 corre-
sponded to those cases where knn and SVM were calculated at the same time. 

The number of data available is 60 (number of cells), which supposes very little 
information with which to carry out the study. This has influenced the search for the 
best parameters for knn and SVM, since Cross Validation has not been applied (the best 
parameters would hardly be obtained). Instead, a search based on 200 random samples 
of size 55-train, 5-test has been applied. However, an associated problem consists of 
the possibility of an undesirable phenomenon occurring within the world of machine 
learning such as overfitting, which is, obtaining a model that offers good results for the 
training data but bad results when applying unknown data. 

Once the representative variables have been selected, then it has been made groups 
of 55 cells again to train each model and it has been validated with the 5 remaining cells 
in each case. The classifiers to be tested have been the following: knn, SVM, Random 
Forests (RF) and Multilayer Perceptrol (MLP). These models have been chosen and 
compared, since they are the most used in classification [17–19]. 
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Each classifier in RF has been built based on 500 trees. Additionally, hyperparame-
ter tuning has been applied combining the following parameters: 

1. Maximum depth: represents the maximum number of levels allowed in 
each decision tree. The values 20, 40, 60, 80 and 100 are taken into account. 

2. Minimum points per node: this is the minimum number of data allowed in 
each partition. The values 1, 2, 3, 4 and 5 are taken into account. 

3. Maximum variables: indicates the maximum number of variables (chosen 
at random) that are taken into consideration when partitioning a node. Usu-
ally √n is used as a standard parameter, where n is the number of total var-
iables, but √n-1, √n and √n+1 are taken into account. 

In the case of MLP, it has been built from an input layer made up of 7 neurons (co-
inciding with the dimensionality of the data), a first input layer made up of 128 neurons, 
a second hidden layer made up of 64 neurons and an output layer made up of only 3 
neurons (matching the number of classifications). The neural network created is dense, 
that is, a network formed by neurons that are each connected to all possible neurons 
belonging to contiguous layers. The activator used in the process was the rectifier or 
ReLU activator, except in the last layer where the softmax function was used. In addi-
tion, hyperparameter tuning has been applied taking into account the following param-
eters: 

1. Epochs: indicates the number of times that the neural network reads the 
data from the training sample in order to adjust to them (translated into a 
successive update of its parameters). The values 25, 50, 75, 100, 150 and 
200 are taken into account. 

2. Batches: indicates the speed with which the network parameters are up-
dated as the epochs progress. The values 15, 25, 50, 75, 100, 150 and 200 
are taken into account. 

For the validation of the different models and obtaining the results, the methodology 
used with each of the 4 classifiers has been shown in Figure 5. 
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Figure 5. Methodology used with each of the 4 classifiers. 

3 Results 

3.1 Justification of the correct initial power rating 

As already mentioned, SOM has been used to have some idea of whether the power 
classification has been correct. 

Next, Figure 6 shows 4 maps obtained taking into account variables 5, 6, 9, 11, 14, 
18, 20, 21 and 25 in the data. Each pixel represents one of the 400 possible output 
neurons. Nearby pixels with dark values reflect proximity to each other, while nearby 
pixels with contrast between light and dark represent distance. The elements of group 
1 are represented in red, the elements of group 2 in green and the elements of group 3 
in blue. 
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Figure 6. Result when applying SOM to the available data. 

Observing the results it was possible to determine the existence of a certain grouping 
between the elements of the same color, and therefore of the same group. It is possible 
to conclude that the classification based on power was correct. Within group 3, it is 
deduced by the white border that the cells that are most distinguished from the rest of 
the groups are number 1, 4 and 6. Furthermore, comparing group 1 and 2 it can be 
concluded that it is easier to make a mistake when classifying cells from group 2 (green) 
in group 1 (red) than otherwise. This is due to the fact that some green points are mixed 
within the main mass of red points, which does not happen in the green group, where 
its elements have hardly any red elements inside them, except for element 0. Similarly, 
to Classifying elements of group 3 is possible to make a certain mistake, and they are 
identified as elements of group 2, or vice versa, due to their greater closeness (compared 
to group 1). This can be verified by observing the results of the classifications, which 
will be shown later. 

3.2 Classification of variables 

As already mentioned, the detection of the most important variables for the training 
of the models is crucial. To do this, it was necessary to run the previous process in 
Python for 40 hours to obtain 1800 iterations, of which 250 iterations correspond to 
those cases where knn and SVM were calculated at the same time. 
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Next, Figure 7 shows the best results obtained according to different criteria, such 
as the success in the classification with knn and SVM (columns 1 and 2), and proportion 
of bad classifications caused between groups 1 and 2 with respect to group 3, using knn 
and SVM respectively (columns 4 and 5). Therefore, the value 0.9331 in row 5 and 
column 5 is interpreted by associating 93.331% to the percentage of bad classifications 
(applying SVM with the indicated variables) that are not related to group 3, to which 
only 6.669% would correspond. Therefore, a high proportion represents a smaller error 
in the classification of elements related to group 3. The third column is the sum of the 
fourth and fifth columns. When observing the results, it can be concluded that variables 
3, 5 and 11 are important. 

 
Figure 7. Relationship between success in classification and variables used. 

In addition, Figure 8 shows the frequency of appearance of each of the 28 variables 
in all the iterations (1800 in total), based on 2 criteria: success with knn greater than 
68.5% (75th percentile); proportion of bad classifications not related to group 3 higher 
than 79.4% (85th percentile). Observing both graphs it can be deduced that the good 
candidate variables are 3, 5, 6 and 8 (left figure) and the bad candidate variables are 2, 
4, 7, 27, 28 and 29 (left figure). While the good candidate variables are 3, 5, 7, 24 and 
29 (right figure) and the bad candidate variables are 2, 8, 26 and 28 (right figure). Com-
paring these results with those obtained in Figure 7, it is possible to conclude that there 
is a relationship between the importance of a variable and its proportion obtained in the 
graph. 

   
Figure 8. Frequency of appearance of each of the 28 variables in all the itera-

tions for knn. 
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The same type of graphs have been obtained for SVM (Figure 9). However, it is 
possible that given the low number of iterations (250), the results are not entirely reli-
able. 

  
Figure 9. Frequency of appearance of each of the 28 variables in all the itera-

tions for SVM. 

3.3 Convergence and results of the models 

An important aspect when working with AI is the convergence of the model. Next, 
Figure 10 shows the behavior of the hit obtained with each of the 4 classifiers, depend-
ing on the number of iterations performed. In the case of MLP, 50,000 iterations were 
not reached due to the high computational cost, although there was no loss of efficiency, 
as is well observed in all models, since there is some convergence in a lower number 
of iterations. 

Table 2 shows the results (percentage of success) of the 4 models used, once the cells 
used for the validation phase are classified. The time (hours) required are also shown. 
With regard to time, the first column of times shows the time needed to locate the ideal 
parameters (hyperparameter tuning), while the second column of times indicates the 
time needed for the classifier training. 

From the above results, the most successful model is SVM, closely followed by MLP 
and RF. The worst result is obtained by knn, however, the success rate is 70.61%, and 
it is possible to consider it as a high value. 

Regarding the time spent in locating the main parameters, the fastest model is knn, 
then SVM follows, and with a time close to 1 hour is MLF. RF presents the worst time 
to locate these parameters, being necessary more than 2 hours. 

Regarding the time spent for training, SVM is the fastest, closely followed by knn. 
At the other extreme, RF takes almost 9 hours, while the slowest model is MLP. 
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Figure 10. Comparison of classification success versus the number of itera-

tions for the 4 models. 

Table 2. Classification results in the 4 models. 

 Classification success Time spent on hy-
perparameter tuning 
(hr) 

Time spent testing 
50,000 (17,502 with 
MLP) samples (hr) 

KNN 0.7061 0.0017 0.0267 
SVM 0.7607 0.0223 0.0196 
RF 0.7308 2.1552 8.8071 
MLP 0.7488 0.9633 15.5442 

Therefore, and in summary, SVM is the model that presents the highest efficiency 
(76.07%), and it is the model with reasonably lower times (search for parameters and 
training). 

One of the main goals of sorting is to detect bad cells (group 3). In this sense, Table 
3 shows the results of the classification of cells in group 3. In the same way, Table 3 
shows the results of the misclassification between groups. 
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Table 3. Group 3 classification results, and results of misclassification between groups 

 Success 
on 
group 3 

1 miss-
classi-
fied as 2 

1 miss-
classi-
fied as 3 

2 miss-
classi-
fied as 1 

2 miss-
classi-
fied as 3 

3 miss-
classi-
fied as 1 

3 miss-
classi-
fied as 2 

KNN 0.7002 0.1017 0 0.5985 0.0117 0.0579 0.2302 
SVM 0.9055 0.1377 0.0077 0.7678 0.0142 0.0044 0.0752 
RF 0.7746 0.2525 0 0.5221 0.0142 0.0173 0.1939 
MLP 0.8224 0.2166 0.0018 0.6058 0.0687 0.0073 0.0998 

Focusing only on the classification of group 3, SVM obtains success results of 
90.55%, while MLP obtains 82.24%, RF obtains 77.46% and the worst result is for knn 
with 70.02%. 

It can also be observed that there is hardly any confusion between cells of group 1 
with group 3, or cells of group 2 with group 3. In the first case, knn and RF do not 
present confusion (0%), while SVM and MLP present 0.77% and 0.18% respectively. 
In the second case, knn, RF and SVM present a value below 1.5%, and MLP 6.87%. 

Greater confusion appears between groups 1 and 2. As can be seen, the misclassifi-
cation of cells in group 1 as group 2 varies between 10.17% for knn and 25.25% for 
RF. Group 2 to group 1 varies between 52.21% for RF and 76.78% for SVM. This high 
confusion is due to the similarity between some cells, as can be seen in Figure 6. 

4 Conclusions and future work 

The work has presented different PV solar cell defect classifiers, using different clas-
sifier models. For all cases, the results have been optimal, and the classification has 
been carried out based on electroluminescence images and I-V curve, all of them at the 
level of a PV solar cell. 

The classifier's biggest hit has been for bad PV solar cells. Furthermore, this group 
of cells is the one of greatest interest, since it is the group that contains cells with almost 
zero electrical production. 

The work also presents the method to be used to select the variables of interest, which 
will serve to train the different models of the classifiers. This process is essential, since 
the use of variables without relevance can cause noise in training, and the consequent 
obtaining of bad results in the classification. 

The study has focused on PV solar cells from a single PV solar module. The authors 
will extend this work, applying the classification to PV solar cells of other modules, but 
always of the same model of PV solar module. 

The authors will also test thermography image-based classifiers, and thermography 
and EL image classifiers together. This work is interesting, since it is known that both 
techniques are complementary in certain aspects. 
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Another application of AI, and that these authors are going to develop, is the estima-
tion of the I-V curve from EL images and IRT, this time at the level of the PV solar 
module. 
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Abstract. I-V tracers are equipment capable of forcing a photovoltaic (PV) gen-

erator to a set of current/voltage points and taking samples of them to obtain its 

electrical characteristics. The analysis of the I-V curves captured by this equip-

ment can reveal different kind of failures in a PV generator, which allows the 

installation operator to take early actions in order to minimize power losses. I-V 

tracers are widely used in industry, and can be found with different topologies 

and configurations. This study presents a review of different types of I-V tracers, 

their advantages and disadvantages, and the possible challenges that the operator 

may encounter in their use and design. 

 

Keywords: I-V tracer; variable resistor tracer; capacitive charge tracer; elec-

tronic load tracer; bipolar power amplifier tracer; four quadrant power source 

tracer; DC-DC converter tracer 

1 Introduction 

The demands of photovoltaic (PV) installations have become progressively im-

portant and minimizing power losses for a better efficiency in an optimal and econom-

ically viable way is a key point. The performance and adequate state of the system must 

be constantly evaluated to ensure that the panels that make up the installation are in 

optimal operating conditions and thus avoid energy losses. This performance is evalu-

ated using current-voltage and power-voltage curve tracers (I-V and P-V), which pro-

vide the electrical characteristics of the panel or string under analysis [1]. These char-

acteristics are compared from the data sheets supplied by the manufacturer, which 
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provide information on the panel parameters at standard test conditions (STC). Analysis 

of the I-V curve of a panel provides valuable information for the administrator of a PV 

installation as it allows the timely diagnosis of panel failure modes, leading to appro-

priate measures being taken to mitigate the failure or to replace the panel. 

Globally, the PV power generation market in 2019 has installed 114.9GW, compared 

to 102.2GW in 2018 [2], that is, an increase of 12.43%, which indicates the important 

growth of this type power source. However, PV panels suffer degradation caused by 

aging, wear and tear, and their outdoor exposure [3], which causes their power to de-

crease and therefore affect the overall efficiency of the PV installation. Therefore, pre-

ventive maintenance is required to know the current status of each panel [4], and pre-

dictive maintenance to achieve comprehensive management [5]. In this way, the tracer 

is a device that allows the extraction of parameters from the panel to know exactly its 

current state [6]. 

This study presents a review of the different types of I-V tracers that exist in the 

bibliography, analyzing their advantages and disadvantages; The possible challenges 

that the operator may encounter in its use and design are also analyzed, focusing spe-

cifically on the power dissipated by the electronic components of the equipment. 

2 I-V and P-V curves analysis 

I-V and P-V curves allow characterizing a photovoltaic cell or panel, giving the elec-

trical parameters that describe the operation of the device under test. I-V and P-V curve 

analysis is an usually invasive technique to detect the deterioration of photovoltaic pan-

els that consists of applying a variable load on the panel terminals to obtain their current 

and voltage response. In this way, the analysis of the panel response curves gives us 

direct information on the electrical "state" of the panel, allowing the researcher to obtain 

data on the expected performance of the panel under different conditions of solar irra-

diation and panel load. However, it is an analysis that must be supported by other dete-

rioration detection techniques to be able to give a conclusive answer [7], because in 

normal operating conditions photo-voltaic panels can develop several failure modes at 

the same time, which implies that the response of the characteristic curves is an addition 

of all the faults present in the panel. 

2.1. I-V and P-V curves 

The best-known way to characterize a photovoltaic cell or panel is to obtain its re-

sponse curve to increases in voltage, current and power. These device responses are 

known as the IV (current-voltage) curve and the PV (Power-Voltage) curve as shown 

in Figure 1. These characteristic curves provide important information about the state 

of the cell or panel under analysis and are directly dependent on the temperature and 

radiation received by the panel or cell. 
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Figure 1. I-V and P-V characteristics of a solar cell [8]. 

An I-V curve indicates the response of the PV panel to different load conditions, at 

a known temperature and radiation. The radiation dependence of the PV characteristics 

is stronger than the temperature dependence, thus Figure 2a shows the response of a 

PV cell to different levels of radiation, where it is observed that the short-circuit current 

changes. Regarding its temperature dependence, Figure 2b shows the variation of the 

open circuit voltage at different temperatures. 

 

 
(a) 

 
(b) 

Figure 2. I-V curves of a PV panel at different levels of solar radiation [9] a) Irradia-

tion dependence b) temperature dependence. 
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2.2. Deviations from the I-V curve 

When a photovoltaic panel shows deterioration, the I-V curve also presents devia-

tions compared to a curve of a faultless panel. Deviations in the IV curves correspond 

to different causes of deterioration and represents different type of failures in a photo-

voltaic generator. They can also be caused by errors at the time of the configuration of 

the curve sampling equipment, connection errors between the equipment and the panel, 

high cloudiness or radiation interference when taking the measurement, etc., so when 

capturing the curve these drawbacks should be avoided. Figure 3 shows the possible 

deviations that can be found in an I-V curve: 

 

 
Figure 3. Common deviations of an I-V curve in a photovoltaic generator in deteriora-

tion mode. 

The deviations of the I-V curve listed in Figure 3 and established in [10] are the 

following: 

1. Steps or "ladder". - A deviation observed as steps or a “ladder” can be caused 

by partial shading, dust deposit, cracked cells or a short circuit in the bypass 

diode. 

2. Low current. - An ISC below the nominal can be caused by the uniform deposit 

of dust or the normal degradation of the module. 

3. Low voltage. - A VOC lower than nominal can be caused by thermal panel 

stress (hot spot or panel temperature above STC), completely shaded cells or 

bypass diode failure. 

4. Rounder "knee". - If the inflection point of the curve or "knee" is rounder than 

that observed in a nominal curve it may be the cause of aging of the panel that 

can be evidenced by the change in the values of the series and parallel re-

sistances of the model of a diode. 

5. Slope reduction. - The reduction of the slope on the upper part or “horizontal 

leg” of curve IV can be caused by a dust deposit located on the edge of a cell, 

due to mismatch between the ISC of the cells of a module (a reference to the 

quality of the cells), due to the presence of currents through the parallel branch 
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of the diode model (which appear as short circuits of cracked cells) or due to 

hot spots. 

6. Increased slope. - The increase in the slope in the right side or "vertical leg" 

of the I-V curve can be caused by the increase in the serial resistance of the 

panel, or by excessive resistance of the connecting cables between panels. 

 

2.3. Model of a photovoltaic cell 

A photovoltaic module or cell can be modeled using its electrical characteristics like 

any electrical generator, considering that this model must predict the electrical output 

of the cell under different types of operating conditions. The commonly used model is 

the one that represents the cell as a diode in parallel with a current source dependent on 

solar radiation [11] as shown in Figure 4. Where the current delivered by the IL photo-

voltaic generator is proportional to the solar radiation minus the currents flowing 

through the ID diode and the RSH parallel resistance. 

 
Figure 4. Equivalent model of a photovoltaic generator [11]. 

The equivalent circuit shown can be used as a single cell, a multi-cell module, or an 

array of multiple modules. This model is known as the "Diode Model" or "5-parameter 

Model", thus considering temperature and constant radiation, the characteristic I-V of 

the model is expressed by equations 1 and 2: 

𝐼 = 𝐼𝐿 − 𝐼𝐷 − 𝐼𝑆𝐻 = 𝐼𝐿 − 𝐼𝑜 [𝑒𝑥𝑝 (
𝑉+𝐼𝑅𝑠

𝑎
) − 1] −

𝑉+𝐼𝑅𝑠

𝑅𝑆𝐻
   (Eq. 1) 

𝑎 =
𝑛𝑁𝑠𝑘𝑇

𝑞
      (Eq. 2) 

Where: 

I = current delivered by the photovoltaic generator; 

IL = current induced by solar radiation; 

ID = diode current; 

ISH = current flowing through the resistance in parallel; 

I0 = reverse saturation diode current; 

V = voltage at photovoltaic generator terminals; 

RS = series resistance; 

RSH = parallel resistance; 

a = modified ideality factor; 

k = Boltzmann constant (1.381x10-23 [J/K]); 

T = cell temperature in degrees Kelvin; 
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NS = number of cells connected in series; 

q = electron charge (1.602x10-19 [C]); 

n = diode ideality factor (1 for ideal diodes and 2 for real ones). 

3. I-V tracers topologies 

The drawing of I-V and P-V curves of a panel is carried out using equipment called 

a tracer, which is electronic equipment capable of varying the load on the panel or string 

terminals and taking measurements of corresponding voltages and currents. The equip-

ment normally has a temperature sensor and a ration sensor, so that with these data it is 

possible to perform the correction of the curve at STC. The correction is made follow-

ing the standard IEC 60891: 2009 [12]. 

To obtain the I-V curve, different methods differ in their flexibility, fidelity and cost. 

Obtaining the I-V curve is based on the variation of the current consumed at the termi-

nals of the photovoltaic generator and its voltage response, so both electrical parameters 

must be measured either by automatic or manual methods [13]. 

3.1.1. Variable resistor tracer or rheostat 

A variable resistor tracer is a device that uses a variable resistor whose resistance 

can change in steps from zero to infinity (ideally) to capture points on the I-V curve 

(Figure 5). Normally this method is applicable in low power photovoltaic generators 

because high power resistors are rare in the market. 

 
(a)             (b) 

Figure 5. Schematic of a variable resistor tracer a) connection scheme [13] b) I-V 

curve obtained with a variable resistor tracer [14]. 

This topology is used in [14], [15], [16] and [17], but it has limitations due to the 

quality of the curve obtained and the variation of resistance is normally done manually. 

In [9] the author states that the precision of the method is not high since it is susceptible 

to the fact that the solar radiation and the temperature vary while the test is carried out, 

and that the IV curve does not have uniformity, and a high power rheostat is not com-

mon in the market, making this method applicable to low power PV generators (<1kW).  
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To improve the precision and fluidity of the curve in [14] a linear rheostat that is 

manually varied is used, in conjunction with a microcontroller with an external 12-bit 

analog-digital converter. In this way, the capture of current and voltage data is auto-

mated, increasing the number of points that can be obtained from the curve. 

To improve the quality of the curve, in [18], [19], [20] and [21] diagrams of multiple 

resistors controlled by switches are presented to obtain curve IV (Figure 6), where its 

main limitation is the number of steps or points that can be obtained. In [18] a current 

and voltage sequencer is proposed, through the connection of resistors in parallel, au-

tomated by a computer, where the resistances must be selected appropriately to obtain 

a well-defined “knee”. In [19] a similar methodology is proposed, with the difference 

that the switches are MOSFETs, and the interface with the computer is an Arduino with 

a 12-bit external ADC. To increase the number of steps of this type of tracers, in [20] a 

binary scheme is proposed, where the resistors are in series and their activation depends 

on normally closed relays, thus, in the case of a tracer with 8 resistors 255 different 

resistance values could be obtained for the elaboration of the I-V curve. In [21] Lab-

View is used to capture the curve and carry out previous analyzes. 

 
(a) 

 
(b) 

Figure 6. Variable Resistor Tracer Scheme (a) Conventional Scheme (b) Binary 

Tracer Scheme [20]. 
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The use of variable resistors placed as a load in a photovoltaic generator to obtain 

IV curves is not recommended because with this method the Isc is not exactly reached, 

and the manual change of resistors takes considerable time, so the solar radiation and 

thermal conditions may change during measurement [13], however, the cost advantages 

and ease of implementation and measurement automation of these types of tracers make 

them a viable alternative. 

3.1.2. Capacitive load tracer 

It is a capacitor-based method, where the capacitor is charged by the PV panel forc-

ing it to go from a short circuit to an open circuit condition. It is a widely used tracer. 

In [16] it is stated that the value of the capacitor suitable for this type of tracer depends 

directly on the short circuit current and the open circuit voltage, and is given by (3), 

based on the time of establishment. of the capacitor (tS). 

 

𝐶 =
𝑡𝑆

2

𝐼𝑆𝐶

𝑉𝑂𝐶
             (3) 

In [22] the plotting time of the I-V curve is indicated with this method, and it is given 

by (4). Besides, the use of the tracer is proposed as part of an MPPT controller to iden-

tify possible shading conditions of the panels, which is also considered in [17]. 

𝑇𝑠𝑤𝑒𝑒𝑝 = 1.261 (
𝑉𝑂𝐶·𝐶

𝐼𝑆𝐶
)         (4) 

 
Figure 7. Schematic of a capacitive load tracer [13]. 

In Figure 7 the schematic of a capacitive tracer is shown, where before the measure-

ment the capacitor begins unloaded by S3 and R. When the measurement is to be 

started, S3 opens and S1 closes, so the photovoltaic generator has a very low load, 

reaching short-circuit condition. As the capacitor charges, the current decreases and the 

voltage increases, so when the charge ends, the current delivered by the module be-

comes zero, reaching the open circuit condition. This scheme also allows to start the 

measurement with S2 closed, so that the capacitor would be charged to a negative volt-

age to reach Isc exactly. There are simpler topologies such as that shown in Figure 8, 

where only the capacitor and a discharge resistor are used. 
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Figure 8. Schematic of a simpler capacitive load tracer [9]. 

For this type of tracer, the capacitors should be low ESR (equivalent series re-

sistance) and low losses. The capacitance value depends on the required measurement 

time and has an impact on the measured voltage [23]. In this way, if you have short 

measurement times due to low capacitance values, the tracer design should consider 

voltage and current sensors that reach the required speed that may be in the order of 

milliseconds. Furthermore, depending on the current and voltage of the tracer, the use 

of IGBTs may be required for the proper triggering of the measurement stages, which 

increases implementation costs. 

In [24] the effect of the arc produced by the connection of the capacitor is studied, 

which must be considered by the system converter. In [25] a genetic algorithm based 

on bee colony is used to obtain the parameters of a PV cell after plotting its I-V curve 

with a capacitive tracer. In [26], [27], [28] and [29] the operation of this type of tracer, 

and different methods of connecting the capacitor are discussed. 

The low-cost advantage of this tracer has made it quite popular in the market, and it 

is even used in on-line tracers [30], that is, they are installed directly in the junction 

boxes of photovoltaic panels to measure their I-V curve regularly in a PV installation, 

constituting a semi-invasive measurement method as shown in Figure 9. 

 
Figure 9. Electronic "semi-invasive" or "on-line" tracer installed in a junction box of a 

string of photovoltaic panels [30]. 
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3.1.3. Electronic load tracer 

An electronic load tracer is a device that uses a transistor (MOSFET or IGBT) as a 

controlled load (Figure 10). It takes advantage of the resistance variation between the 

transistor terminals by modulating its gate voltage, requiring its operation in cutoff 

modes, ohmic or linear region and saturation, so it could be considered as an electronic 

variable resistance tracer. 

 
Figure 10. Schematic of an electronic load tracer with a MOSFET transistor [13]. 

These types of tracers use control circuits based on constant current loads and high-

speed analog-digital converters. They have the advantage of being cheaper than the 

capacitive load for low voltages, with the limiting power that the transistors used in 

their design can handle, and they normally have noise in their measurement due to the 

transistor switching [31]. In [32] the use of a PWM control for the management of the 

MOSFET or an IGBT is proposed, and a structure for the galvanic isolation of the con-

trol circuit is exposed. In [33], this concept is extended, using a DAQ for the generation 

of a triangular signal as a control of the MOSFET. In [34] the characteristics of the 

MOSFET for its use in a tracer are studied. 

In [35] the application of conventional tracers is expanded, adding an MQTT com-

munication for the control of capacitive tracers. In [36] a low-cost tracer is designed, 

and information is gathered from studies to determine the characteristics of the 

MOSFET, specifically its characteristic curves, to properly select the transistor to be 

used based on the characteristics of the MOSFET (Figure 11) and the PV panel. In [37], 

[38], [39], [35] and [36] tracer designs with computer interfaces are carried out, both 

for the characterization of panels and for their use in solar farms. 
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Figure 11. Characteristics of a PV panel and a MOSFET [36]. 

3.1.4. Bipolar power amplifier tracer 

It is a type of tracer that uses a configuration of bipolar transistors as class B power 

amplifiers (Figure 12) to allow reversal of current and voltage for measurement of 

“dark” IV curves (simulation of an I-V curve of a module in conditions without light-

ing). In [39] this type of tracer is used as a reference for the design of a solar simulator. 

 
Figure 12. Bipolar Power Amplifier tracer [13]. 

These tracers have the limitation of the use of BJT transistors in the linear area, so 

they are limited to low powers. 
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3.1.5. Four Quadrant Power Supply tracer 

It is a tracer based on a power source and transistors in H-bridge configuration that 

allows to deliver and consume energy from the photovoltaic generator to evaluate its 

performance in the four quadrants of an I-V curve (Figure 13). 

  
(a)             (b) 

Figure 13.  Four Quadrant Power Supply tracer [13]. 

Investigation of the operation of four quadrants on a solar panel allows the diagnosis 

of mismatches in partially shaded cells connected in series and is used for the generation 

of dark curves (dark I-V). The dark I-V curve is based as its name implies on plotting 

an I-V curve when the panel is unlit, and specifically on measuring current and voltage 

when the panel is powered by an external source. Figure 14 shows the dark IV curve of 

a solar panel, from which the values of the series and parallel resistances can be ob-

tained, and the ideality factors for the diode model and I-V curve correction methods 

to STC. In studies carried out in [42] and in [43], methods for evaluating electrical panel 

parameters with this type of curve are reviewed. 

 
Figure 14. Dark I-V curve of a solar cell [44] 

 In [45] an experimental procedure is used to synchronize the measurement of two 

multimeters, to increase the precision of the measurement and reduce the uncertainty 
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of this method. In [46] such a tracer is used to analyze module parameter extraction 

methods, in [47] it is used for high-efficiency cell analysis and in [48] it is used to 

characterize modules and shading effects. Being a very precise method, in [49] is used 

to verify the effect of series resistances introduced by the internal connection bars in a 

PV cell. 

3.1.6. DC-DC converter tracer 

It is a tracer based on the ability of DC-DC converters to emulate a resistor by vary-

ing its duty cycle (Figure 15). A DC-DC converter can plot the I-V curve of a photo-

voltaic generator in Buck-boost, Cuk, or Single-ended primary inductor converter 

(SEPIC) configuration [9]. 

In [50] the use of DC-DC converters as I-V curve tracers is proposed and in [51] this 

concept is extended by an automatic capture system with LabView. In [52] and [53] 

bidirectional DC-DC converters are used to obtain the I-V curves and to emulate the 

real-time behavior of a PV generator, and in [54] they are applied to MPPT (Maximum 

Power Point Tracking). And in [55] the applications of DC-DC converters are analyzed 

as a variable electronic load. In [56] the control of DC-DC converters is studied by 

means of Switching-Frequency Modulation Scheme (SFMS) and its application in 

MPPTs. 

As for the Buck-Boost converters, they need to be of this topology since the Buck 

structures do not allow the drawing of points of the curve close to Isc and the Boost 

structures cannot reach points close to Voc [13]. 

 

Figure 15. DC-DC converter tracer [13]. 

Buck-boost converters have the disadvantage of introducing noise into the measure-

ment due to the commutation of their internal elements (transistor and inductor), which 

is why leads from this circuit are used (Figure 16), known as Cuk converters and SEPIC 

[57] which have a better frequency response and can be used as MPPTs as controllers 

for photovoltaic power generation. In [58] they use Cuk and SEPIC converters to de-

crease the ripple of the I-V curve caused by the commutation, and to reach the limits of 

Isc and Voc. 
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(a) 

 
(b) 

 
(c) 

Figure 16. Derived DC-DC converters (a) Buck-boost (b) SEPIC (c) Cuk [59]. 

 In [59] a SEPIC converter is used, with PWM control to generate the curve, and with 

Hall effect sensor for current measurement, and it is indicated that a four quadrant 

source can be used with this configuration. In [60] an adaptive control system is pro-

posed, to ensure an optimal sampling rate. 

 In [61] two new methodologies are proposed, a voltage controlled sweep to obtain 

more information on the “flat” part of curve IV, and a current controlled sweep for the 

rest of the curve, that is, a hybrid sweep. In [62] converters are used to obtain charac-

teristics of PV generation systems by analyzing their frequency response, and Nyquist 

diagrams. In [63] the authors propose the use of SEPIC converters installed in line with 

strings for automatic I-V curve tracing within a PV installation. 

The application of a Cuk converter and a control method for plotting curves and 

MPPT is discussed in [64]. In [65] the mathematical analysis of the Cuk converter and 
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the details of its design are detailed. In [66] a digital control scheme of a Cuk converter 

is proposed for power factor correction, and its response to load variations. 

3 Power dissipation considerations in I-V tracers 

To select the appropriate topology when facing the design of an I-V tracer, it is of 

great importance to know the power to which the electronic elements that make up the 

equipment are exposed. Therefore, this section will carry out an analysis of the main 

types of topologies and the power dissipated by the electronic components in them. 

With this aim, the model of one diode of a photovoltaic cell (Figure 17a) is taken as 

a reference, for which an ISC=3A and VOC=0.6239V are imposed, with an Mpp=1.476W. 

Figure 17b shows the I-V and P-V curves of the cell. Because the voltage of a single 

cell is limited, a 5-cell circuit in series was used, obtaining an ISC=3A, VOC=3.1195V 

and Mpp=7.38W. Simulations were performed in LTSpice. 

 
(a) 

 
(b) 

Figure 17. Simulation model of a PV cell: a) diode model circuit; b) I-V and P-V 

curves. 

3.1 Variable resistance, electronic load and capacitive load tracers 

These three tracers are analyzed for their similarity in their operating principle. Both 

the variable resistance and the switching element in an electronic load dissipate all the 
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energy when drawing the I-V curve. Also, the capacitive load tracer in the same way 

has a single element (resistor) that dissipates the total power of the circuit. 

For the variable resistance tracer (Figure 18a) it is observed that the power dissipated 

by the resistance is the total power of the cells, that is, their power dissipation is 1p.u 

compared to the panel power. Similarly, for the MOSFET-based electronic load tracer 

(Figure 18b), the power dissipated by the device is the total power of the panel. How-

ever, in the electronic load there is an additional resistor for the current measurement, 

and the internal resistance of the MOSFET, which causes the device to dissipate 7.29W, 

that is, 0.98p.u., but for a shorter time. 

In the case of the capacitive load tracer, the resistor dissipates all the power, i.e. 

1p.u., during the charging time of the capacitor. 

 

 
(a) 

 
(b) 
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(c) 

Figure 18. Power dissipation in elements of a tracer: a) variable resistance tracer; b) 

MOSFET in electronic load tracer; c) capacitive load tracer. 

3.2 DC-DC converter tracers 

Regarding the DC-DC converter-based tracers, Buck-Boost, SEPIC and Cuk con-

verters are analyzed. For all these types of converters, elements with values that ensure 

an output voltage of 1p.u were used. of the set of cells, to find only the difference in 

power in each one (Figure 19). 

 
Figure 19. Circuit for simulating tracers based on DC-DC converters. 
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Thus, in the Buck-Boost converter (Figure 20a) it is obtained that the power in the 

resistance is 0.13 p.u., the diode 0.16 p.u., the inductor 0.92 p.u. and the switching 

element 1.29 p.u. In the Cuk converter (Figure 20b), it is observed that the element that 

dissipates the most power is the switch with 0.98 p.u., and in the case of SEPIC (Figure 

20c), likewise the switch is the element that dissipates more power, in this case 1.2 p.u., 

and inductor L1 with 0.36 p.u. 

 
(a) 

 
(b) 
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(c) 

Figure 20. Power dissipation in elements of a tracer: a) Buck-Boost converter; b) Cuk 

converter; c) SEPIC converter. 

4 Discussion 

The topologies of the I-V tracers analyzed in this study are the most widely used in 

the industry and have evolved over the past 15 years. However, each has advantages 

and disadvantages that make them unique for specific applications and for studies that 

require obtaining certain electrical characteristics from PV generators (Table 1). To 

analyze the advantages and disadvantages of each topology, a study is carried out on 

the parameters that must be considered when choosing each topology. 

One of the parameters that must be considered to analyze the application of the types 

of tracers studied, is the flexibility for the expansion of the equipment or its design, 

because the variation of its configuration allows coupling to different conditions of the 

PV system. In this aspect, the DC-DC converters allow the greatest flexibility since its 

control can be modified with different trip signals, their duty cycle and power direction, 

with which most of the curve areas IV can be addressed. On the other hand, the capac-

itive load tracer is the one that allows the least flexibility, since only the sweep time of 

the curve can be modified according to the capacitance value used. 

Another parameter is modularity, which allows the tracer to be expanded. In this 

aspect, the electronic loads, the bipolar amplifier, and the DC-DC converters stand out, 

because more channels can be added, and the constituent elements can be modified. In 

this regard, the capacitive load, and the 4-quadrant source present difficulties for its 

expansion. 

Regarding the fidelity of the analyzed methods, the ones that deliver the most relia-

ble data are the DC-DC converters, the bipolar amplifier and the 4-quadrant source, 

because they are the only ones that can reach real ISC values of the analyzed device. 

Cost is a factor to consider in any tracer. Thus, the resistive load tracer is the least 

expensive, but is limited to low powers. On the other hand, both the electronic load and 

the DC-DC converter have high costs due to the switching elements and coils that are 

required for their operation. 
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The precision of the measurement is another parameter that must be considered, es-

pecially when working with cells and precise values of voltage and current are required. 

In this, the 4-quadrant source and the DC-DC converters stand out, due to the control 

that can be had over their operation and the algorithms existing in the bibliography. 

Electronic loads and capacitive loads are less accurate, but this can be improved with 

the use of robust ADCs. 

Another important parameter is the sweep speed of the curve, in this the 4-quadrant 

source stands out for the ease of voltage control. In this aspect, capacitive loads can be 

very fast or very slow, depending on the charging time of the capacitor used. 

The maximum power is another important parameter since the applicability of the 

tracer depends on different PV installations. In this, capacitive loads and DC-DC con-

verters stand out, which can be modified according to the installation requirement easily 

and economically compared to other methods. 

Finally, the resolution of the methods is important to have a greater number of anal-

ysis points of the curve. In this they emphasize the source of 4 quadrants and the DC-

DC converter. A greater number of points allows detailed studies to be carried out on 

the state of the PV panel. 

Table 1. Comparison of I-V tracers. 

I-V Tracer 

method 
Flexibility Modularity Fidelity Cost Accuracy 

Sweep 

speed 

Maximum 

rating 
Resolution 

Resistive 

load 
Medium Medium Medium Low Low Low Low Low 

Capacitive 

load 
Low Low Medium High Medium Medium High Medium 

Electronic 

load 
High High Medium High Medium Medium Low Medium 

Bipolar po-

wer ampli-

fier 

High High High High Medium Medium Low Medium 

4-Quadrant 
power 

supply 

Low Low High High High High Low High 

DC-DC 
converter 

High High High Low High Medium High High 

Regarding DC-DC converters, it is necessary to analyze them separately and by their 

topologies for their correct use. For this, [9] in Table 2 presents a comparison of the 

converter topologies. It is observed that in the case of efficiency, the Cuk and SEPIC 

converters are better than the Buck-Boost, and this is inherent in their topology. In ad-

dition, it is observed that the SEPIC converter uses a lower current MOSFET than the 

other topologies, which translates into a lower cost of implementation. 
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Table 2. Characteristics of different DC-DC converter topologies [9]. 

Topology Inductor Input capacitor Output capacitor Power Mosfet Efficiency 

Buck-Boost 
High RMS 

current 
High capacitance High capacitance High current rating Very low 

Cuk 
Low RMS 

current 
Low capacitance Low capacitance High current rating High 

SEPIC 
Low RMS 

current 
Low capacitance High capacitance Low current rating High 

Regarding the analysis carried out of the powers in percentage of these converters, 

Table 3 shows the results of the powers in per unit of each element of the converters. It 

is observed that in the case of the Buck-boost and SEPIC the power of the switching 

element is greater than the Cuk. Furthermore, it is observed that in the Buck-Boost, the 

L1 inductance dissipates the highest power of the 3 topologies, which indicates that this 

element must be dimensioned considering this particular. 

Table 3. Power per unit of the elements in DC-DC converters. 

Elemento Variable Resistance Electronic Load 
Capacitive 

Load 
Buck-Boost Cuk SEPIC 

L1 - - - 0.92 0.17 0.36 

MOSFET - 0.98 - 1.29 0.98 1.21 

C1 - - - - - - 

D - - - 0.16 0.06 0.01 

L2 - - - - 0.01 0.06 

C2 - - - - 0.00 0.18 

R 1    1 0.13 0.00 0.00 

5 Conclusions 

A study is presented on the existing topologies of I-V and P-V tracers, analyzing 

parameters such as their flexibility, modularity, reliability, cost, precision, scanning 

speed and resolution. Also, an analysis is performed on the power that each element 

dissipates in different topologies, to have a reference for the selection of the elements 

within the circuit of a tracer. 

It is observed that the tracers based on a capacitive load are widely used in the in-

dustry, due to their low cost and high sweep speed, so several commercial tracers can 

be found that use this topology. However, the use of tracers based on DC-DC converters 

is a trend due to their modularity, their precision, and the existence of these converters 

in MPPT systems integrated in inverters, which is a technical advantage that can be 

exploited in the future. 

In the dissipated power analysis, it was observed that the variable resistance, elec-

tronic load and capacitive load tracers dissipate all the power of the panel under 
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analysis, so this should be considered when it is necessary to carry out the complete 

strings tracing. Regarding the DC-DC converter-based tracers, it was observed that the 

switching element dissipates the greatest amount of power in all the topologies studied. 

As for the Buck-boost converter, the second element to consider is the inductor, which 

dissipates a 0.92 p.u. panel power. The dissipated power has a direct impact on the 

tracer design, since it has a relationship with the equipment's cooling system, and limits 

the element's lifetime. 
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Abstract. Smart cities require to have intelligent infrastructure that
supports their efficient operations. Embedded systems technologies and
computer vision techniques can be adapted to support the development
of solar energy production by improving their solar panel efficiency. This
paper presents a novel implementation of an algorithm for hot spot de-
tection and characterization on solar panels. The paper describes the
embedded systems design as well as its software development workflow.
The fault algorithm showed its capability for stain detection as well as its
size characterization with an 80% precision. These results can be used to
develop maintenance strategies for solar generation farms to make them
more efficient.

Keywords: Hots Spots Characterization · Smart Cities · Solar Panels ·
Fault Detection · Computer Vision

1 Introduction

The world is experiencing several challenges that endanger human existence
[6]. For instance, global warming and the increase of the human population
demand the availability of more resources and energy to satisfy the improvement
of human life standards [11]. Also, the rapid spread of COVID-19 has accelerated
the economic recession around the world, which threaten with increasing social
inequality, and therefore poverty of developing countries [7]. It is for that reason
that now, more than ever, Smart Cities needs to be engineered in order to cope
with the challenges mentioned above.

One of the key elements of smart cities is its decentralized model for resource
generation and management as discussed in [12]. It is imperative to develop and
implement an intelligent infrastructure that supports their basic services, for
example, transportation, and energy generation [1]. It is also very important to
rely on renewable energy sources to power smart cities. That can help to reduce
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and mitigate the environmental footprint that is one of the major concerns of
adopting the city model as a way of life.

This paper is intended to propose a mechanism to achieve greater energy effi-
ciency in the generation of electricity grids in Smart Cities, specifically for solar
energy farms. For that purpose, it takes advantage of increased computer minia-
turization and computer vision techniques to implement an embedded algorithm
aimed toward hot spot characterization on solar panels that causes efficiency is-
sues on solar power plants. For instance, infrared thermography techniques are
used for the detection and characterization of photovoltaic defects [2]. These
methods can be described as embedded algorithms, and implemented in the field
for speeding up the detection and recovery of faulty solar cells. These embedded
algorithms can be also implemented using aerial vehicles to ease data collection
and processing in open environments. One of the key challenges identified for
the implementation of aerial thermographic inspections of photovoltaic plants is
its image resolution, since it depends on the thermographic camera performance
characteristics and lens configuration used to capture the image, as well as the
image preprocessing techniques implemented. [3]

This paper describes the implementation aspects of the hot spot algorithms
to mitigate their power loss using a similar approach as in [5]. For that purpose
it uses commercial-off-the-shelf components and open-source software develop-
ment tools. The system is synthesized as a remote surveillance application that
takes advantage of the IoT services, such as the cloud and web services. This im-
plementation can be replicated by others to improve their solar panel efficiency
and also for proactive maintenance of solar power farms.

The paper is organized as follows. First, the design of the embedded system
is presented, including its concept of operations, use case scenarios, and systems
architecture. Then, the systems software and hot spot algorithm implementation
are presented and described using the Yocto project toolset, to finish this part
with a set of experimental results being shown and discussed. Finally, conclusions
and recommendations for further implementation are presented and discussed.

2 Remote Surveillance Systems Design

This section presents and discusses the aspects considered for the hot spot algo-
rithm implementation with the remote monitoring embedded application.

2.1 Concept of operations

The remote surveillance system considers a flow of operation so that the project
is executed in the best way as shown in figure 1. This flow is composed by the
following operation stages:

1. Installation and verification: A specialized technician goes to the desired
location that will be monitored. The technician is in charge of installing the
camera, the embedded module, and the necessary connections, like Ethernet
and power supply. He turns on the device and checks that it works correctly.
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2. Link to cloud Services: Communication via the internet is established.
Enabling the use of sockets and a public server for the transmission of the
image and the report. The service is enabled for any user with access to the
URL.

3. Access and requests: The user can establish his connection to the mon-
itoring service through the corresponding URL. She can access the image
and a report on the status of the panel. The user can make requests for the
current status of the panel through the interface, in this case, the image and
the report are updated.

4. Logout: The user closes the web browser.

Fig. 1: Concept of operation for the remote surveillance system developed for hot
spot characterization on solar panels.
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2.2 Use Cases Analysis

The use case analysis describes how the actors interact with the remote surveil-
lance system. For that purpose, the use cases and 2 actors were identified as
described in Figure 2. The actors correspond to the final user and the techni-
cian, the use cases identified were login, logout, the assembly, and finishing of
the application.

The main actor for the assembly of the system is the technician which as pre-
conditions requires a manual and to verify that the local network is active. The
normal flow of operation includes powering the RaspberryPi 4, connecting the
camera, verifying that the camera is recognized, and connecting to the router.
The assembly includes verification of the operation of the system so the next use
case described is the login and logout.

The login requires access to the local network on a web browser and the pre-
defined IP address. The normal flow of operation includes accessing the web page
and checking the last requested image, requesting an image, and changing the
operation from automatic to manual. As for the logout closing, the web browser
is enough.

To conclude with the operation of the system, terminating the web server
and the disassembly are included.

2.3 Embedded Systems Architecture

The overall system architecture is represented in figure 3. This system is expected
to work in a single place, as the web application was intended to be available on
a local server. As one can see, the user (administrator or user) accesses the web
application and is capable of managing the request of the image and state of the
panel in real-time.

For the user interface, ReactJS will be used so that only the components of
the image and the panel state are changed, in order to avoid rendering the entire
page. The embedded system will not only process the image, it will contain a
server written in NodeJS to handle requests from the User Interface and start
the image capture and processing, and finally by sending back the results.

The integration diagram of software and hardware is shown in figure 4. The
diagram describes the typical workflow and information that the “Hot Spots
Monitoring System” has. The latter consists of remote access from a device with
an internet connection to a local server through an URL address, enabling the
possibility of observing the current state of the panel. Moreover, the current state
of the panel is obtained by means of a thermal camera linked to a Raspberry
Pi 4, that in return, processes and sends the image to the local server for its
visualization. The AMG8833 thermal camera returns an array of 64 individual
infrared temperature readings over I2C. It measures temperatures ranging from
0◦C to 80◦C with an accuracy of +- 2.5◦C and works at a maximum frame rate
of 10 Hz.

The embedded system is equipped with a custom - Linux image developed
with the Yocto Project tool. The Linux image optimizes the number of configu-
rations and necessary packets for adequate functioning of the system without the
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Fig. 2: Use cases diagram for the remote surveillance system developed for hot
spot characterization on solar panels
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Fig. 3: General systems architecture for the remote surveillance system developed
for hot spot characterization on solar panels

Fig. 4: Integration diagram of software and hardware in the hot spot character-
ization system
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waste of resources. Furthermore, it is essential for the inclusion of two specific
packets. Firstly, note.js, which serves to establish communication with the local
server, and secondly, Python/OpenCV, which is in charge of the processing and
analysis of the panel image.

The information flow of the system consists of the acquirement of an image in
.jpg format from the thermal camera for its subsequent processing and analysis.
Thereafter, a .JSON file is sent containing the current state and the image taken
from the panel. Additionally, from the remote access device, it is possible to
request the panel state through a .JSON file.

Figure 4 shows the interfaces/protocols between the Raspberry Pi 4 and
the peripherals. The thermal camera employed is linked to the Raspberry em-
ploying an I2C (Inter-Integrated Circuit) protocol, which functions as a serial
communication bus, synchronous, multi-master, and multi-slave. The protocol
is widely utilized for attaching lower-speed peripheral ICs to processor and mi-
crocontrollers in short-distance, intra-board communication.

2.4 Systems Software Synthesis

The Yocto Project (YP) is an open-source collaboration project that helps devel-
opers create custom Linux-based systems regardless of the hardware architecture
[13]. The project is built upon a series of tools which aide the embedded devel-
opers in the creation of these tailored operating system. The desired packages go
through a building process which includes, fetching the source code, compiling,
installing, and packaging. It allows multiple building schemes to be implemented
at once such as auto-tools and setup-tools for python scripts. The building pro-
cess is managed by the Bitbake which processes and schedules the packages, its
dependencies, and the build itself. This process occurs within a cross-compilation
scheme to take advantage of the processing capabilities of the host system.

Some limitations to this tool are the steep learning curve and the time re-
quired to build the first images depending on the host system processing capa-
bilities.

The OpenEmbedded community metadata and layers are co-maintained by
the Yocto Project and so most of the layers used within this project correspond to
OpenEmbedded layers. All the layers used must be included in the bblayers.conf
file.

The base layers included withing the poky-zeus distribution are:

– meta

– meta-poky

These layers contain basic configuration files to create some of the most com-
mon images like minimal or sato. The project is based on a minimal image so we
are going to be using this basic configuration. This meta-layer also contains the
necessary recipes to start an ssh server, graphics servers (X11, gnome, wayland,
etc.) and other utilities useful to developers.
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The selected embedded device is the RaspberryPi 4 so we are going to need
the meta-layer that contains the BSP for RaspberryPi and several configuration
files to activate and control some of the hardware. The layer is:

– meta-raspberrypi

This meta-file also includes within the boot files the bcm2835-recipes-bb which
gives support for the ARM processor for the newer RaspberryPi’s. As for the
OpenEmbedded layers we are going to be using:

– meta-networking
– meta-python
– meta-oe
– meta-multimedia
– meta-webserver

The OpenEmbedded layers give support for networking systems to configure
systems as routers or switches as well as support for ftp/tftp servers. Most layers
carry a dependency on meta-python to build some of the packages they include.
It is important to note that including these layers does not mean that all the
packages are going to be part of the final OS, but might be needed just for
the building process. Meta-oe is the core layer and encloses recipes for various
system features. Finally, meta-webserver provides the necessary recipes to use
nodejs.

The last meta-layer included is going to be:

– meta-amg88xx

This meta-layer is of own elaboration and will contain all the necessary scripts
for the server, image processing, and drivers needed to manage the thermal
camera.

Most of the modifications to the basic minimal image are going to be made
through the local.conf file. This allows reproducibility and portability. The vari-
ables which need to be modified are:

– MACHINE
– EXTRA IMAGE FEATURES
– DISTRO FEATURES

With this we select the target machine we are building for, enable features
like ssh server, x11 windows manager, and the package manager and activate
communication protocols such as wifi and i2c. It is also through the local.conf
that packages are installed. This is made using:

– IMAGE INSTALL append

If the name of the package exists within the layers included in the bblay-
ers.conf file then Bitbake will build and install the package.
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3 Results of the Implementation

3.1 Cutomized Operating System

Table 1 summarizes the installed packages and configurations for the customized
operating system implemented for the remote surveillance application. The first
section, RaspberryPi 4 support, states the target machine in this case raspberrypi4-
64 because it is required for building a 64-bit system. The kernel modules are
then loaded and the UART, i2c, and GPU memory are set to work.

For the thermal camera support and libraries, all the necessary libraries to
command the camera are installed along with libraries needed for the image
processing algorithm.

Python image processing englobes the scripts developed to process the image
along with the Python interpreter for python3.

The OpenCV and python3 packages configurations are modified through the
PACKAGECONFIG append variable.

For the web server nodejs along with the Nodejs package manager nodejs-
npm are installed. Finally, the license flag is set to commercial.
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Table 1: Installed packages and configurations for the cutomized linux-based OS
RaspberryPi 4 support Thermal Camera support + libraries

MACHINE ??= ”raspberrypi4-64”
IMAGE INSTALL append +=
” kernel-modules”
” linux-firmware-bcm43455”
KERNEL MODULE AUTOLOAD rpi +=
”i2c-dev i2c-bcm2708”
ENABLE UART = ”1”
ENABLE I2C = ”1”
GPU MEM = ”120”

IMAGE INSTALL append +=
” adafruit-amg88xx”
” python3-numpy”
” opencv”
” imutils”
” adafruit-amg88xx”
” python3-matplotlib”
” python3-modules”
” cycler”
” kiwisolver”
” python3-pillow”
” python3-pyparsing”
” python-dateutil”
” python3-dateutil”
” tk”
” tcl”
” colour”

Python image processing Packages configurations

IMAGE INSTALL append +=
” python3”
” python3-requests”
” python-captura”
” python-hotspot”

PACKAGECONFIG append pn-opencv =
” dnn”
PACKAGECONFIG append pn-python3 =
” tk”

Web Server License

IMAGE INSTALL append +=
” nodejs”
” nodejs-npm”

LICENSE FLAGS WHITELIST = ’commercial’
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3.2 Image Processing Algorithm

The hot spot characterization algorithm implemented consists of three different
procedures: Gaussian filter, binarization, detection, and contour drawing. These
steps were executed to determine and find the hot spot in the image of the solar
panel acquired using the thermal camera connected to the system in the remote
location. These procedures are explained in detail below. The algorithm is fed
with thermal images as shown in Figure 5.

Fig. 5: Dirty solar panel image

Gaussian Filter: Gaussian filter (also known as Gaussian Blurring) is achieved
by processing the input image of the panel through a low-pass filter. The blurring
is applied for noise removal and softening of the image according to [10]. The
function utilized is cv2.GaussianBlur(), which is part of the openCV library. The
image with the filter applied is depicted in Figure 6a.

Binarization: Binarization or image thresholding assigns a fixed threshold
value. Thereafter, each pixel is passed through this threshold. The pixel value
is then compared to the threshold value, determining if the pixel is either black
or white. To fulfill this procedure, the function utilized is cv2.TRESH BINARY
enclosed in the openCV library as it is shown in [9]. Moreover, the input image
must be with a greyscale filter and the Gaussian Blurring already applied. The
image with the binarization performed is presented in Figure 6b.

Detection and Contour Drawing: Once the image went through the Gaus-
sian filter and the binarization process, the detection initiates together with the
drawing in the original image of the found contours in the hot spots. To accom-
plish this process, it is employed the functions of detection and contour drawing,
cv2.findContours and cv2.drawContours, respectively as it is shown in [8]. The
final result of the complete image processing is presented in Figure 6c.
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(a) Gaussian filtering (b) Binarization (c) Final processed image

Fig. 6: Hot spot characterization algorithm

Finally, the system integration between the interface and the embedded sys-
tem is completed. The user is able to type down the server ip and ports to
initiate the request of solar panel data analysis. As depicted in figure 7, the
image is fetched using get and post requests which are pointed to the Raspber-
ryPi server, written in NodeJS, and the server handles the requests so that the
application takes the picture, analyzes it and sends the data back to the page
so that the user is able to corroborate the panel state using the image used to
determine this state.

Fig. 7: Example of the integration of processed solar panel image with the user
interface developed with remote surveillance system
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3.3 Verification and validation

For the verification of the hot spot detection algorithm, two types of tests were
carried out. The first one consisted of modifying the pixels value obtained from
the thermal camera to generate an image that simulated the panel’s surface with
a hot spot and another without hot spots, these images are figures 8a and 8b,
respectively.

(a) One hot spot (b) Without hot spots

Fig. 8: Simulated images of the panel surface

The second test consisted of obtaining a thermal image of a single panel on
the internet [4], which is shown already processed in the figure 9.

Fig. 9: Hot spot detection algorithm output
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For the validation of the system a Newpowa Off-Grid solar panel was used.
It has a power output of 50 W at 12 V and dimensions of 58.6 x 50.5 x 30 cm.
The test took place in Concepcion, Tres Rios, Costa Rica where the solar panel
was set with an inclination of 0 ◦. To induce a hot spot a black A5 cardboard
paper was placed in different places of the solar panel. The thermal camera was
placed at a 30 cm distance from the solar panel. With this set up 5 images where
taken and analyzed. From this set, up to 80% of them were consistent with input
image containing a hot spot, the other 20% had trouble detecting the hot spots
of the photo-voltaic surface.

4 Conclusions

For the development and implementation of the remote panel surveillance sys-
tem, a concept of operation was developed that explains the general flow of the
project. This concept of operation includes 5 stages, installation, and verifica-
tion, link to cloud services, access and requests, and logout. There were 2 actors
who defined the user and technician and 4 use cases login, logout, assembly and
finishing the application.

The general architecture was designed and the embedded system along with
the communication protocols was selected. A RaspberryPi 4 was selected as an
embedded device, ReactJS as the front end, and NodeJS as the back end. The
thermal camera selected was an Adafruit AMG8833 that uses i2c protocol to
communicate with the RaspberryPi 4 embedded computer. For intra-network
communication TCP/IP is used.

A prototype was implemented and a set of 5 images were taken and analyzed.
From this set, 80% were effectively detected and the other 20% had trouble
detecting the hot spots of the photo-voltaic surface due to image quality.

5 Future Work

To improve the overall system results, it is recommended the selection of a
thermal camera with a better resolution. Another point to take into consideration
is to study the time taken by each stage of execution, as this affects the timing
between the requests. This becomes considerably important when changing the
state of the system from manual requests to automatic requests, as there were
collisions between different execution stages.

Further improvements to the hot spot detection algorithms are to be made
to increment the efficiency of the detection system.

Another web server can be designed to work outside of the local network and
improve the system reach.
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Abstract. Bifacial photovoltaic is a promising technology that is being
consider more in solar installations worldwide. However, there is still a lot
of open questions regarding the estimation of the energy generation for
this technology. The present paper presents an analysis of the variables
involved in the modelling of the energy yield, as well as a quantitative
analysis for some of the most common models found in the literature. In
this regard, a series of simulations were made in order to compare the bi-
facial PV model energy yield in Bernburg, Germany and Cartago, Costa
Rica. A statistical comparison has been performed to analyse the accu-
racy and response for each variable. Also the algorithms are compared
with respect to the computational resources they use. The work presented
might serve as a base for validation with real data to contribute with the
accuracy of the estimation for the energy yield in bifacial modules.

Keywords: bifacial PV · photovoltaic energy simulation, photovoltaic
systems · Energy Rating

1 Introduction

It is well known that bifacial photovoltaic (PV) modules can utilise incident
sunlight via front and rear side absorption. This allows higher energy produc-
tion under various installation conditions such as large solar farms or roof-top
installations. However, the bifacial energy gain depends highly on, e.g., mod-
ule design, mounting method, and reflectivity of the background. However, the
bifacial energy gain depends highly on, e.g., module design, mounting method,
and reflectivity of the background. [1,2,4,7,12,25]. Figure 1 shows a qualitative
comparison between the monofacial and bifacial modules.

Nowadays, the PV bifacial technology has been getting much attention from
stakeholders given the increased capacity of generation with practically the same
amount of area and system costs as monofacial PV modules [13]. However, there
is not yet a standard method to estimate the real energy output as it is the case
in monofacial PV technologies. The energy estimation on bifacial PV modules
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Fig. 1. Comparison between bifacial and monofacial module

presents even more challenges due to reflected rear side irradiance, which highly
depends on the location and the design of the PV system. To reach confident
estimations, it is necessary to consider several variables such as the height from
the floor of the module, the tilt angle, the background reflectance, sun elevation,
and diffuse irradiation [23]. The present paper compares different PV bifacial
power estimation models located in two different climates, i.e., equatorial fully
humid (Af) and warm temperate fully humid warm summer (Cfb) according
to the Köppen-Geiger Climate Classification [14]. The comparative analysis is
based on simulations executed with five different programs. The objective of
the present paper is to determine the different results obtained and how that
changes for different climates. The rest of the paper is structured as follows, first,
a literature review about the methods for estimation of energy yield in bifacial
modules as well as the main variables that affect the energy production in bifacial
models are presented. Then, a description of the main simulation programs used
in the comparison, methodology, and other considerations are shown. After that,
the paper describes the simulation results for the two places selected (Bernburg,
Germany, and Cartago, Costa Rica) and compares the energy yield between the
models. Finally, the synthesis of the results and conclusions are shown.

2 Methods for estimation of Energy Yield in the
Literature

Energy estimation model for bifacial modules have been studied by several au-
thors and research groups developing diverse methods with its own considera-
tions and assumptions ( [1,3,4,15–17,22,24]). However, it is possible to describe
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a general approach when the different energy estimation methods are compared.
Figure 2 shows a flow diagram of this general structure together with their tools
founded in the literature, which is further detailed in Table 1.

Fig. 2. General modelling flow for the estimation of energy in bifacial modules

Rear side irradiance analysis is a process that it is essential for the power
estimation of bifacial modules, and that haven’t been analysed in detailed until
recently. The next section presents the main considerations that need to be taken
into account for this case.

2.1 Estimation of the rear side irradiance

The front side irradiance estimation for bifacial PV modules can be adapted from
monofacial PV modules, which is already standardised and validated in several
models. [8]. However, the estimation of the rear side irradiance is relatively new
and several approaches can be found in the literature. In addition to the variabil-
ity of the solar resource during the day, the irradiance reflection on the surface
generates a more complicated phenomenon to analyse. Several studies founded
in the literature show that the energy output is dependent on the installation
conditions (e.g. elevation, orientation, tilt angle), as well as the environment con-
ditions (irradiance intensity, ground reflectively of different substrates, seasonal
variation) [9]. This situation opens the discussion about the optimisation in the
energy estimation for a bifacial module.

Most of the models found in the literature can be classified in three cate-
gories:: Empirical models, View Factor Models and Ray Trace Models. Figure 3
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Table 1. Description for the simulations steps in the energy estimation for bifacial
modules

Stage Description Output Results

Modelling front
side irradiance

This is the most common methods used
because it is completely studied and
analyzed for the estimation of energy
in monofacial modules. Also it is stan-
darized process.

– Sun Path
– Direct Irradiance POA
– Diffuse Irradiance POA
– Albedo Irradiance POA

Modelling rear
side irradiance

Then, the effects of the reflected irradi-
ance is estimated. As a result, the the
bifacial relatively gain is obtained.

– Direct Irradiance POA
– Diffuse Irradiance POA
– Albedo POA
– Bifacial Gain

Electro-
Thermal Model

In this step, the monofacial module en-
ergy is estimated. For this step the rules
already analyzed and tested are used

– Power conversion
– Efficiency
– Thermal Losses
– NOCT
– Monofacial Energy Yield

Final System
Performance

A final corrections are applied according
the suppositions made in all the models.
There is a difference in the methods used
for every model found.

– Corrections
– Electrical Losses
– Mismatch

shows an overview and a classification of nine energy yield models for bifacial
PV modules.

The Empirical Models corresponds to the group of models that were ob-
tained using short or long therm experimental data. The View Factor Models
correspond to the utilisation of geometrical construction as a definition of ther-
modynamics. Ray Tracing models corresponds to the models that use software
for the estimation of the light rays through a determined conditions in a 3D
environment.

2.2 Variables that affects the energy production in bifacial models

Several variables affect the energy production of bifacial PV modules but also
the energy yield estimation. The present section gives a primary definition of
these variables. Figure 4 shows the main variables which affects the energy yield
estimation of bifacial PV modules. Namely,

– Albedo (albedo): is the diffuse reflectivity of a horizontal surface which is
defined as the ratio of the reflected irradiance by surface and the received
irradiance. It is measured on a scale from 0 to 1.

– Rear/front-side irradiance ratio (α): is the diffuse reflectivity of a tilted
surface which is defined as the ratio of the reflected irradiance by surface
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Modelling rear- Irradiance

Empirical Model View Factor Model Ray Trace Model

Prism Solar [3]

Solar World [15]

BSolar [2]

PV Syst [17]

NREL Bifacial VF
[16]

RWTH and ISC Kon-
stanz [24]

Purdue University
[22]

NREL Bifacial [5]

Fraunhofer ISE [20]

Fig. 3. Comparison for modelling rear-irradiance

and the received irradiance on the rear side of the bifacial PV module. It is
measured on a scale from 0 to 1.

– Clearance Height (CH): is defined as the distance from the lowest point of
the solar module to the ground. This influences the collection of the rear-side
irradiance.

– Tilt Angle (β): refers to the inclination, measured in degrees, that the edge
of the PV module forms with a parallel line to the ground. This factor will
influence both front and rear side irradiance collection in the solar module.

– Module Height(MH): refers to the dimension of the PV module, seen in
the lateral plane. It is dependent on the orientation of the module (landscape
or portrait). This factor has an impact on the self-shadowing of the solar
module and the possibility to collect rear-side irradiance.

– Azimuth(γ): refers to the compass direction in which the solar module or
array is installed. It affects both front and rear side energy production due
to the changing position of the sun during the day.

– Ground Coverage Ratio(gcr): it is defined as the ratio of the PV mod-
ules’area to the used land area. This is an important aspect when the analysis
considers more than one array. It can be also defined as the ratio of array
length to row-to-row pitch. A definition and discussion about this term can
be found in [6, 7, 24]

3 Bifacial PV power estimation programs

The models considered for comparisons are listed next:
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Fig. 4. Factors that affect the bifacial gain energy

– Purdue University Bifacial: this is a model that uses View Factor concept
from thermodynamics developed by researchers at Purdue University for the
estimation of bifacial energy generation. The information on the model can
be found in [22]

– Prism Solar: This model was developed by the company Prism Solar. It
consist in a general linear regression that allows predicting the behaviour of
the solar bifacial tools. The linear regression was validated with real data
for a small range of values. The model and its validation can be found in [3]

– Solar World: The model was developed by the company Solar World, using
data analytic from three different systems installed and then obtaining a
mathematical regression from the data. The description of model as well as
the experiment can be found in [15]

– NREL Radiance Bifacial: It consists in a open source software that uses
an integration of the back-end software Radiance for ray tracing estimation.
The considerations for the software as well as the validation of the model
can be found in [18].

– PVSyst: Since 2017 the software includes the feature for simulation for bifa-
cial modules. The software uses the view factor geometry for the installation.
The details of the models can be found in [17].

The models of Prism Solar, Solar World and Purdue University Bifacial
were implemented in Python v3.7 with the integration of the library PVLib [21].
For the case of PV Syst, the version used was the v6.8.6. In the case of NREL
Radiance Bifacial, the release used was the 5.2 that is available in [5]. In the
next section the simulation study and the comparison between the models are
presented.

4 Simulation study

To compare the bifacial PV module power estimation results of the considered
algorithms (Purdue University Model, Prism Solar Model, Solar World Model,
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Radiance Bifacial Model and PVSyst Model) a simulation case study has been
designed. The places for study correspond to the location of the PV Outdoor
Characterisation of Anhalt University of Applied Sciences at Bernburg, Ger-
many, and the experimental PV plant from the Costa Rica Institute of Tech-
nology in Cartago, Costa Rica so that in the future it will be possible to run
experiments to validate the simulated results. The parameters used in the sim-
ulation study are shown in Table 2.

Table 2. Main Parameters for the sites of analysis

Location
Latitude

[◦]
Longitude

[◦]
Tilt Angle

[◦]

Module
Landscape
Height [m]

Module
Portrait

Height [m]
Bifaciality [%]

Bernburg 51.773 11.763 35 1 2 90
Cartago 9.853 -83.912 15 1 2 90

The module height for both configurations (landscape and portrait) is as-
sumed for the standard dimensions for a 72 solar cell PV module. The tilt angle
is defined to maximise the power energy production of a monofacial PV mod-
ules in each site. The bifaciality is chosen in 90% as it is common to find in
commercial modules. The 22 year meteorological database from NASA is used.
Additional parameters used in the simulation are shown in Table 3.

Table 3. Main physical variables used in the

Parameter Value Unit

Azimut Angle 180 ◦

Front Site Efficiency 18 %
Bifaciality 90 %

Temperature Coefficient -0.4319 %/K
U0 Constant heat transfer 22.7 W/m2/K
U1 Convective heat transfer 6.84 W.s/m3/K

Only the landscape configuration was used given that this is the case from
which more energy can be obtained. As a metric to compare the simulation re-
sults the same methodology for the analysis of the energy performance of the
models in a Round Robin campaigns is used [8]. These metrics consider the de-
viation with respect to the average value. In this regards, for all the variables
analysed the median value is calculated and then the Root Mean Square De-
viation (RMSD) and the Mean Bias Deviation(MBD) are estimated using as a
reference value the median for the all measurement.

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 321

ISBN 978-9930-541-79-1



8 Hugo Sánchez et al.

5 Results

The results of the simulation study are shown in figures 5, 6, 7 and 8 and are
discussed in the following sections.

5.1 Clearance Height

It is known that there is a dependence between the clearance height of the module
and the reflected irradiance. The parameters used to evaluate the effect of the
clearance height in the models are shown in Tables 2 and 3 and the following
values have remained constant for all simulations:

– Rear/front-side irradiance ratio: 25%
– GCR: 50%
– Clearance Height: from 0.5m to 4m, in steps of 0.1m.

Figure 5 shows the results of the effect of the clearance height on the energy
for the selected models, where it can be seen that as the height of the module
increases the energy yield increases. The slope of the dependence is larger below
1,5 meters of height. Except for the Prism Solar model, the models follow the
same trend for the height variation. The most conservative model for this vari-
able is the Solar World model. The most optimistic model corresponds to the
Radiance Bifacial for both locations. The curve from Prism Solar is expected
because its authors stated that is only valid in a range from 0.5m and 1.2m. The
calculation of RMSD and MBD gives a statistical comparison between modules.
In this case, the average value of all models is estimated and this value is used
as the reference for the estimation of the errors. Table 4 shows the calculation
of RMSD and MBD.

Fig. 5. Comparison height effects for different models Bernburg and Cartago

Based on the results shown in 4 the Radiance model has the closest approx-
imation in the case of Bernburg. On the other hand, the PUB model has the
closest approximation for the case of Cartago. The model of Prism Solar is the
farthest approximation in both cases.
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Table 4. Summary of comparison clearance height effects between different models

Site Bernburg Cartago

Model RMSD [%] MBD [%] RMSD [%] MBD [%]

PUB 2.666 -2.331 2.2270 -1.935
Prism Solar 12.925 10.851 10.324 7.643
SolarWorld 6.019 -5.619 4.936 -4.2932
Radiance 1.748 0.505 3.923 3.890
PVSyst 3.938 -3.405 4.564 -4.087

5.2 Rear/front-side irradiance ratio

Rear/front-side irradiance ratio has an almost linear influence on the reflected
irradiance and therefore in the bifacial energy estimation. In addition to the
parameters given in Tables 2 and 3, the next values were set constant for all
simulations:

– Rear/front-side irradiance ratio: from 10% to 70%, in 10% steps.
– GCR: 50%
– Clearance Height: 1.5m

Figure 6 shows the simulation results between the selected models.

Fig. 6. Comparison Rear/front-side irradiance ratio effects for different models Bern-
burg and Cartago

In this case, it is possible to identify a linear relationship between the energy
yield and the rear/front-side irradiance(RFI) value. For higher RFI more energy
at the rear is expected. Except for the Prism Solar model, the models follow the
same trend for the RFI variation. The most conservative model for this variable
is the Pv Syst model. The most optimistic model corresponds to the Radiance
Bifacial model for both locations. However the model from Prism Solar also has
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a slope but it is to small that graphically looks like constant value. Using the
same methodology from this analysis, the RMSD and MBD is estimated. Table
4 shows the calculation of RMSD and MBD.

Table 5. Summary of comparison rear/front-side irradiance ratio effects between dif-
ferent models

Site Bernburg Cartago

Model RMSD [%] MBD [%] RMSD [%] MBD [%]

PUB 4.594 3.085 3.764 2.361
Prism Solar 6.517 0.787 7.439 -2.597
SolarWorld 2.749 -1.534 1.916 -0.343
Radiance 7.012 5.766 11.483 9.658
PVSyst 8.715 -8.104 9.944 -9.080

The obtained results shown that the Prism Solar model has the closest ap-
proximation for the case of Bernburg and for the Solar World model in the case
of Cartago. On the other hand, the PV Syst is the farthest approximation in
Bernburg and the Radiance model is the farthest approximation in Cartago.

5.3 Tilt Angle

Due to the movement of the Sun during the year the tilt angle has an influence on
the performance of the installation. This situation is well analysed for monofacial
PV modules. For the tilt angle analysis, in addition to the parameters given in
Tables 2 and 3, the next values are maintain fixed for all simulations:

– Rear/front-side irradiance ratio: from 25%
– GCR: 50%
– Clearance Height: 1.5m
– Tilt Angle: from 20◦ to 50◦ in Bernburg. From 0◦ to 30◦ in Cartago.

Figure 7 shows the comparison between the selected models.
In contrast previous analysis all the models present more variability in the

energy yield with respect to changes of the tilt angle. The most conservative
model for this variable is the Solar World model in both sites. The most opti-
mistic model corresponds to the Prism Solar model in Bernburg and the Ra-
diance model in Cartago. Using the same methodology from this analysis, the
RMSD and MBD are estimated. Table 6 shows the calculation of RMSD and
MBD.

The PUB model has the closest approximation in the Bernburg case and the
PV Syst model has the closest approximation for the case of Cartago. The Prism
Solar model is the furthest in the case of Bernburg and the Radiance model is
the furthest in the case of Cartago.
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Fig. 7. Comparison tilt angle effects for different models Bernburg and Cartago

Table 6. Summary of comparison tilt angle effects between different models

Site Bernburg Cartago

Model RMSD [%] MBD [%] RMSD [%] MBD [%]

PUB 0.756 -0.727 1.332 -1.332
Prism Solar 5.902 5.825 2.066 1.571
SolarWorld 4.130 -3.969 3.548 -3.463
Radiance 2.463 2.408 3.560 3.528
PVSyst 3.585 -3.536 0.326 -0.313

5.4 Azimuth

For the azimuth angle simulation the following variables are kept constant:

– Rear/front-side irradiance ratio: from 25%
– GCR: 50%
– Clearance Height: 1.5m
– Azimuth: from 90◦ to 270 ◦

Figure 8 shows the comparison between the selected models. It important
to highlight that the response for this variable is similar than the monofacial
modules. The models have the same trend of variation for both sites. However
the sensibility to the azimuth angle is bigger in the case of Bernburg where the
optimal angle is close to 180◦. The most conservative model for this variable
is the PV Syst model. The most optimistic model corresponds to the Radiance
Bifacial model for both locations. However the model from Prism Solar also has
a slope but it is to small that graphically looks like constant value. Using the
same methodology from this analysis, the RMSD and MBD is estimated.

Table 4 shows the calculation of RMSD and MBD.
Compared to the average value, the PV Syst model has the closest approx-

imation in both places. On the other hand, the Solar World has the farthest
approximation in both places.

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 325

ISBN 978-9930-541-79-1



12 Hugo Sánchez et al.

Fig. 8. Comparison azimuth effects for different models Bernburg and Cartago

Table 7. Summary of comparison azimuth effects between different models

Site Bernburg Cartago

Model RMSD [%] MBD [%] RMSD [%] MBD [%]

PUB 3.367 3.321 1.189 -1.167
Prism Solar 3.260 2.8795 1.640 1.632
SolarWorld 6.722 -6.651 3.431 -3.428
Radiance 1.873 1.093 3.131 3.125
PVSyst 1.094 -0.642 0.473 -0.161

5.5 Computational Resources

In the previous section and analysis for different models under different variables
was performed. This analysis gives an idea of the accuracy of the different models
in every case. When simulation methods are compared, it is also necessary to
have a look at the computational resources and performance for every algorithm.
For this purpose, Table 8 shows a quantitative comparison for the result of every
method available. The table is made using as a reference the work presented
in [19].

From the previous table, the models from PV Syst and Bifacial Radiance
from NREL that can estimate more features regarding the simulation. Looking
for the time consuming aspect, the Bifacial Radiance model is the most time-
consuming algorithm, due to the ray-tracing solving process. In the case of Prism
Solar and Solar World, the running time is faster. These models are simplified
for a simple equation. Nevertheless, these models are more liable to underfitting
or overfitting the energy yield estimation in bifacial models.

A balance between accuracy and use of the computational resources has to
be consider for the creation of suitable tool for the estimation of energy yield in
bifacial models.
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Table 8. Quantitative comparison between models for the energy estimation in bifacial
models

Quantity Prism
Solar

Solar
World

RTWH
& ISC PUB PV Syst Radiance

Albedo, tilt, h, gcr D1 D D D D D
Panel Size X 2 D3 D3 D3 D D
BGE resolution Yearly Yearly Hourly Monthly Hourly Hourly
Running time for
yearly simulation4 < 1s < 1s < 60s < 60s < 5s < 60s

Irradiance profiles - - - D D D
Ground incident irra-
diance - - D5 D5 D6 D5

Glass-Air Transmis-
sion Loss - - - - D -

Light transmitted
between cells - - - - D D
Shading Losses - - D - D6 D
Specific nuMBDr &
size rows - - D 1 D D
Edge effects mod-
elled - - - - D D
1-axis tracking - - - - D D
1 Row spacing is assumed to be equal to or larger than the typical row spacing at noon
on DeceMBDr 21st.
2 The model is designed for a specific commercial modules.
3 Geometry is scaled relative to the collector width.
4 Simulations performed on a ASUS PREDATOR computer equipment with a Intel
Core 17-7700HQ processor and 16 GB of RAM
5 Perez diffuse sky irradiance
6 Isotropic diffuse sky irradiance
7 Consider all the shadows with a shadow factor

6 Synthesis of results

The present paper contains an analysis of the influence of different variables
in the energy yield estimation for bifacial modules. The factor analysed are
clearance height, Rear/front-side irradiance ratio, tilt angle, and azimuth. The
second part contains a comparison for every variable consider in the mathemat-
ical models found in the literature. Using Round Robin methodology presented
in [8, 10,11] a summary of the errors obtained are shown in Figure 9.

As was studied in the present chapter and making an analysis of Figure 9,
Table 9 shows a summary of the comparison obtained.

The previous table shows the typical curve for every variable. Also, it shows
which is the most accurate prediction as well as the less accurate prediction
model for every variable. This accuracy is estimated compared to the mean val-
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Fig. 9. Comparison albedo effects for different models Bernburg and Cartago

Table 9. Summary of the comparison in energy yield estimation models

Site Bernburg Cartago

Variable Curve MAA 13 LAA 23 MAA13 LAA23

Clearance Height Bounded Exponential Radiance Prism Solar PUB Prism Solar
α Linear increasing Prism Solar PV Syst Solar World Radiance

Tilt Angle Polynomial PUB Prism Solar PV Syst Radiance
Azimuth Parabola PV Syst Solar World PV Syst Solar World

1 More Accurate Algorithm.
2 Less Accurate Algorithm.
3 Compared to the mean value of the simulations.

ues for all models. When the RMSD and MBD are estimated, all the models
report less than 10 % of error. This value indicates that all the models could fit
the estimation. However, there are some atypical cases such as the Prism Solar
model. This model has a different response when the clearance height and the
albedo change. According to the error estimated, the more acceptable models for
both places are PUB model and PV Syst model. In Bernburg, Radiance model
has acceptable accuracy.

Another important point to consider is the computational performance of
the algorithms. On this topic, it has to be considered the balance between the
computational resources and the possible outputs obtained. Table 8 presents an
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analysis for all the models used. From this table, the PV Syst model and the Ra-
diance model give output variables and information. Nevertheless, the Radiance
model is one of the most time-consuming algorithms to make and estimation
along with the PUB model. Despite their differences in assumptions and com-
plexity, there is a good agreement between all models.

7 Conclusions and outlook

The present work shows how the estimation of bifacial modules is affected by
several factors such as Clearance Height, Albedo, Tilt Angle, and Azimuth. Also,
the practical comparison of different models found in the literature. Due to
the penetration in the market of bifacial modules it is necessary to elaborate
on accurate tools for the process, planning and design. In the case of the Ray
Trace Models it is still not clear the accuracy of the model compared to the
View Factor Models (PUB, PVSyst), that present less deviation in the statistical
analysis. On the other hand, the Ray Trace Models requires more time and more
computational resources to converge into a result.

It is necessary to carry out analyses with field validation data to get a more
realistic analysis, as well as considering the changes that the variables can present
during the year. Bifacial technology offers interesting applications and benefits
compare to the monofacial modules. For this reason, it is necessary to develop
accurate tools to help other PV professionals and stakeholders in the making-
decision process. And with that, contribute to the transition to a clean energy
age.
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Abstract. Soling and partial shading of solar panels are two of the most
common conditions that affects the power yield of a photovoltaic (PV)
installation. Even though human inspection can easily identify such sit-
uations, in the case of large power plants covering thousands of hectares
it is not practical. In this regard, unmanned areal systems (UAS) repre-
sents a useful tool to gather images in a short time for the inspection of
thousands of PV panels. Using RGB and infrared cameras, UAS can be
used to perform visual inspection (VI) and infrared thermography (IRT)
to detect failures in PV arrays. The present paper presents the results
of an experiment designed to evaluate the effectiveness of VI and IRT
for detecting soiling and partial shadowing. It has been found that for
the aforementioned conditions VI are more effective. Also, the method-
ology presented can be used as a reference for future research for other
techniques and other failures. The results provide technical-scientific in-
formation for those in charge of operation and maintenance to make an
objective choice of failure detection techniques.

Keywords: Solar PV System · Fault detection performance · Partial
shading · Soiling · Thermography

1 Introduction

A photovoltaic (PV) power plant is capable of operating for more than 25 years
and due to its low energy density the installations can occupy thousands of
hectares [37]. A group of PV panels are connected in series to form strings and,
in some cases, in parallel to form arrays injecting the generated energy through
a power inverter. Weather, soling and obstacles that produces shadows yield
suboptimal conditions in the PV array, i.e., the group of PV panels produces less
power than expected. In the case of soling or obstructing elements the suboptimal
condition can be corrected if detected. In this regard, strategies related to the
operation and maintenance of PV modules acquired greater importance. Even
though such conditions can be identified by human operators, as reported in [11],
expert visual inspection and fault analysis in a 3 MW installation take 60 days.
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Thus, developing techniques that detects such suboptimal conditions in shorter
time becomes a necessity.

There are several techniques to identify faults and suboptimal techniques, e.g.
[36], [8], [32], [19], [22], [16], [20], [11], [4], [29], [28]. Two of the most promising
are based on imaging, given that these techniques do not require to intervene
the PV power plant circuit, does not require contact with the element of interest
and generates a large amount of qualitative and quantitative information for
each image. Such images can be taken in a relative short time if unmanned
aerial systems (UAS) are used. UAS also known as drones with onboard thermal
cameras enable inspections from the air and through digital photogrammetry
techniques it is possible to detect failures in an agile way (e.g., [14], [35]).

The camera attached to the UAS can be of the type that captures the red,
green, blue (RGB) band or the infrared band. With an infrared band detection
camera it is possible to obtain thermal images of solar panels which allows the
identification of temperature gradients or hot spots that can be associated with
panel failures [2,23]. Such technique is referred as infrared thermography (IRT).

The present paper compares two drone image-based fault detection tech-
niques: (1) visual inspection (VI) based on RGB images and (2) a strategy based
on IRT through infrared images. An experiment has been designed to measure
the performance of the aforementioned techniques for partial shadowing and soil-
ing, which represents two of the most common suboptimal techniques. The rest
of the paper is structured as follows: firts the suboptimal conditions considered
are described, then the material and methods are presented. Section 4 presents
the main results and section 5 gathers the main conclusions.

2 Suboptimal conditions considered

For the comparative analysis we consider the following suboptimal conditions:

– Partial shadowing: The power generated by a series of solar panels will suffer
a decrease in the power generated when they are partially shaded [26]. Partial
shading can be caused by objects located in the surface on the panel or by
objects not in contact with the panel. The power affectation depends on
the portion of the module that is shaded and on the degree to which it is
shaded [24,30]. An example of a shadowed panel is shown in Fig. 1.

– Soiling: can be caused due to the presence of a thin layer of particles such
as soil, dust, leaves, pollen or bird droppings [24]. The PV power affectation
is greater as the soiling increases. A dirty PV module is shown in Fig. 2.
Soling can be uniform or non-uniform. Dirt due to dust consists of particles
of different sizes and materials that cover the entire PV module, which, over
time, will form uniform layers of dust and regions with greater accumulation
of dirt [17]. Non-uniform dirt covering only some cells of the PV module, due
to leaves, bird droppings or patches of soil have a severe power loss effect,
this type of failure is associated with both soiling and partial shading. PV
cells that capture less irradiance have a lower short circuit current than the
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rest, causing the entire module to deliver less current. In addition, dirty cells
will cause a hot spot that can be detected with IRT [24].

Fig. 1. Partial shadow on a PV panel (left) and strange object on a PV panel (right).

Fig. 2. Soiled PV module.

3 Materials and methods

3.1 The PV installation analyzed

The data used to compare VI and IRT suboptimal detection techniques consisted
of images from a ground mounted PV installation located in Santa Clara, Costa
Rica. The details of the PV installation are shown in Table 1.
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Table 1. Information about the PV installation analyzed

Longitude -84.51

Latitude 10.36

Azimut angle 0° with respect to the South

Inclination angle 15°
Peak DC power 19.4

Number of PV panels 72

PV panel models Canadian Solar CS6k-280M and
HANWHA Q-Cells QPRO BFR G4.3

Total surface (m2) 125

Performance factor (%) 77.7

Annual Yield (MWh) 28.69

Date of commissioning May 31st, 2017

Figure 3 shows an aerial view of the PV installation considered, where it can
be seen that the site consists of six well distinguished sections. Each section has
a string of 12 PV modules connected to an inverter SMA Sunny Boy 3000TL-
US. In this analysis only strings 2, 4, and 6, shown in Fig. 3, were used. The
aforementioned strings have a direct current STC power of 3380 W.

Fig. 3. Picture of the PV installation. Strings 2, 4 and 6 were used in this research.

3.2 Image capturing

The data used to determine the suboptimal conditions in the PV installation
consisted of images taken from an (UAS). The following considerations have
been considered to take the images:

– The drone is always flown at a height greater than 5 m to avoid that it causes
shadows on the panels [20].
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– The flight height depends on the detail that is necessary to observe in the PV
modules for proper fault detection, thus, the size of the fault has been taken
into account to determine the spatial resolution require for the images taken
in a drone mission (ground sampling distance (GSD) [7]). A GSD of 3.0±0.5
cm/px is required for deep inspections [8], allowing to detect possible hot
spots at cell level [4].

– The measurements were made at a time with sufficient irradiance to allow
the capture of thermal contrasts, with a correct angle and without wind
currents that generate convection cooling [39], constant sunlight conditions
with a clear sky are also desirable so that solar panels in good conditions
have a homogeneous thermal distribution [35].

– The images were captured with an angle between 5°and 60°with respect
to the perpendicular of the panel (see Fig. 4) [39] and the irradiance was
always greater than 700W/m2 [15]. The camera’s emissivity was set to 0.85
for crystalline cells as indicated in [16].

– The drone was set to consecutive image capture as recommended in [36,39]
for fault detection in PV installations.

Fig. 4. Recommended orientation of the thermal camera with respect to the panel
position.

A commercial Phantom 4 Pro multirotor drone was used as the UAS platform
(see Fig. 5). The characteristics of the RGB and thermal infrared camera are
shown in Table 2 and 3, respectively.

Table 2. Characteristics of the RGB camera used

Parameter Value

Sensor 1” CMOS/ Effective pixels 20M

Lens FOV 84° 8.8 mm/24mm

PIV Image Size 4096 x 2160

Photo JPEG

Image Size 3:2, 4:3, 16:9

ISO Range 100-3200 (Auto)
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Fig. 5. Drone with RGB and thermal camera used in this research.

Table 3. Characteristics of the FLIR VUE PRO R 336 thermal camera [9, 10]

Parameter Value

HFOV x VFOV 25°x 19°
Sensor (width x height) 5.764 mm x 4.351 mm

Focal length 13.00 mm

Image width x height 336 x 256

Frequency 9 Hz

Accuracy +/- 5 °C o 5% from reading

Thermal sensitivity 40 mK

Sensor Uncooled microbolometer

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 337

ISBN 978-9930-541-79-1



Visual inspection and infrared thermography comparison 7

3.3 Other instruments and measurements

On-site irradiance was measured with a Spektron 210 sensor and the ambient
temperature and relative humidity from a Vantage Pro 2 weather station. The
power from the inverters was taken from the built-in SMA data logging system.
A schematic of the system is shown in Fig. 6.

Fig. 6. Schematic diagram of communication links to information sources.

3.4 Experiments

The research was developed through a case study applying an experiment. Pre-
defined temporary suboptimal conditions were induced to the PV installation
in operation which allowed collecting and processing quantitative information
to compare the IRT and VI techniques through statistical analysis. Taking as
reference [13,38] the following stages were used:

– Selection of the sample and information sources.

– Design of the experiment.

– Definition of protocols and criteria for the interpretation of results.
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The experiment used a repeated measurement design because multiple treat-
ments had to be applied to the same subjects [34]. A total of 28 experimental
units were analyzed from the 8 treatments applied to the 2 subjects (Strings 4
and 6). String 2 was used as a control subject to establish a reference condition
in each experimental unit for the normal operation of the PV strings, i.e. without
applying failures. The factors and levels evaluated are shown in Table 4.

Table 4. Factors and levels used in the experiment to generate the diverse treatments.

Failure Factor Level

S1

Soiling

10 months of natural soil
S2 30 months of natural soil
S3 12 cells with white spots
S4 12 cells with dry leaves from the site
S5 21 cells with white spots
S6 21 cells with dry leaves from the site

PS1
Partial shading

Shading of approximately 70% of a panel’s area
PS2 2 shadows, each approximately 30% of the area of a panel

The treatments were applied to the subjects without interaction between fac-
tors. Each level was applied in both subjects making two repetitions in each one.
The selection of the modules of each string to which the failure was applied was
chosen at random. The partial shadows were limited to the modules on the right
margin due to site conditions. It was considered that there is an independent
relationship between the treatments, because they were randomized and do not
generate a residual effect in the subject [12], i.e., the PV string return to their
normal state once the treatment is removed.

3.5 Description of each factor and the levels of the experiment

– A. Soiling

Table 4 describes the dirt conditions used for faults S1 - S6. Faults S1 and S2
allowed the generation of soil conditions that cause weak shading [24]. Natural
dirt accumulated in the solar panels over time was used as suggested in [17]
which states that it is possible to take as an indicator of soiling the exposure
time that the module has been under natural conditions.

Failures S3 and S5 were made to generate a strong obstruction of the irradi-
ance due to some strange object on the solar panel. Samples of glass of 480 mm
x 160 mm x 5 mm were prepared in which white paint was placed to simulate
dirt on the PV module (see Fig. 7); this allowed to replicate the treatments in
multiple moments in different positions of the PV array. The experiment took
as a reference the methodology used in [33] to study the effects of dirt on solar
modules.
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Fig. 7. Glass with white circles used to simulate dirt obstructing the path of radiation
in three PV cells.

Faults S4 and S6 are a variation of S3 and S5 to evaluate soiling. In this case,
dry leaves and seeds were used, where to achieve repeatability in the experiment
the objects were adhered to the glass with cold silicon (see Fig. 8).

Fig. 8. Glass with dry leaves and seeds to simulate dirt obstructing the radiation path
in three PV cells.

– B. Partial shading

The experiment was developed by applying shadows to the solar modules in
operation. The methodology took as reference experiences of previous investiga-
tions, in which, they placed an object to obstruct the solar radiation of a portion
of the solar module, allowing that it influences diffuse radiation [25]. The two
partial shading levels (PS1 and PS2) applied were made by placing an object
next to the PV string to create the shadow (Fig. 9).

3.6 Protocol for missions with UAS

As mentioned previously, for each treatment a flight was performed with the
UAS capturing RGB and infrared images of the PV strings of interest ensuring
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Fig. 9. Example of partial shadows generated on the PV modules.

that the requirements indicated in section 3.2 were met. The flight height was
25 m according to the GSD equation presented by [21] to obtain a maximum
GSD of 3.0 cm/pixel in thermal images and even less in RGB images.

The thermal images were configured to contain the radiometric information
in RJPEG format. Thermographs were taken every 1 s and RGB images ev-
ery 2 s during each test. The orientation of the cameras with respect to the
perpendicular plane of the module was around 20 °C.

For each test, the irradiance, ambient temperature and relative humidity
were recorded. Each treatment was applied 15 minutes before the measurement
was taken to ensure that thermal equilibrium existed [16].

3.7 Fault detection criteria

The temperature variation due to a hot spot is an indicator of the severity
of the fault, where less than 10 °C is considered within the normal operation
tolerance [15, 27] however, at lower irradiance, the temperature variation of a
fault will decrease [6].

Fault detection in PV installations by VI can be done following the detailed
guidance of [19]. For example, it is possible to identify soiling by evaluating the
appearance of the solar modules so that it is classified as: clean, slightly dirty or
very dirty. Furthermore, the dirt can be classified according to its location as:
close to the frames or located somewhere on the glass (e.g. bird droppings). Par-
tial shadows can be identified by observing the glass surface of the PV module.

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 341

ISBN 978-9930-541-79-1



Visual inspection and infrared thermography comparison 11

According to the literature review, the criteria for the detection of the failures
of interest for the applied techniques were determined. The criteria used are
shown in the Table 5.

Table 5. Criteria used for the determination of failures

Technique Criteria for fault detection

IRT Hot spot with a delta ≥ 10 °C

VI
Presence of radiation attenuation on the panel due to shade
Appearance of light or heavy soiling

3.8 Date and conditions of the experiment

All measurements were made between august 18 and september 2, 2020. The
average ambient temperature was 30 °C, the relative humidity 60 % and the
reflected temperature 22 °C.

3.9 Measurement normalizing

The three mono-crystalline strings are equivalent, however, their output power
may vary slightly, so the power of the strings under test (String 4 and String 6)
were compared with the control String 2 to set a reference level. Table 6 shows
the variation in the average output power under non-fault conditions after two
hours of operation with an irradiance greater than 700 W/m2.

Table 6. Power comparison of the string under test with respect to the control string

String Power (W) Variation (%)

2 (control) 2549 -

4 2566 0.67

6 2534 -0.59

4 Results and discussion

The results of the induced suboptimal conditions are shown in Table 7. Each one
of the induced condition was considered as a fault because it caused a decrease
of at least 4 % in the power of the array [1].
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Table 7. Power effect of the faults studied

Fault (String) Power in
control

string (W)

Power in
string under
test (W)

Estimated
power without

fault (W)

Losses
(%)

PS1 (4) 2224 1920 2239 14.2

PS2 (6) 3133 2746 3115 11.9

S1 (4) 2137 1879 2151 12.7

S2 (6) 2137 1461 2124 31.3

S3 (6) 2421 1994 2407 17.1

S4 (4) 2421 1749 2437 28.3

S5 (6) 2094 1648 2082 20.8

S6 (4) 2094 1573 2108 25.4

4.1 RGB and IR images analysis

The most representative images that identifies suboptimal conditions are shown
in Fig. 10 to 15. For each experimental unit, a discrete output variable was
generated to indicate whether or not the technique detected failure; the results
are shown in Table 8.

Fig. 10. RGB (left) and IR image (right) analyzed for experimental unit 1.

Figure 16 shows the summary of the failures detected with each of the tech-
niques. It can be seen that VI identified more failures than IRT. The VI was
able to detect all the failures, on the other hand, the IRT detected only 68% of
the evaluated test, missing 45% of the cases of soiling.

The results of soiling failures for IRT are shown in the Fig. 17. IRT was not
able to detect the 30 month natural soiling (S2). Also the types of soiling with
white spots (S3 and S5) were the least detected. Finally, for the soiling with
dry leaves (S4 and S6) there was one case of each that the failure could not be
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Fig. 11. RGB (left) and IR image (right) analyzed for experimental unit 2.

Fig. 12. RGB (left) and IR image (right) analyzed for experimental unit 6.

Fig. 13. RGB (left) and IR image (right) analyzed for experimental unit 18.
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Fig. 14. RGB (left) and IR image (right) analyzed for experimental unit 19.

Fig. 15. RGB (left) and IR image (right) analyzed for experimental unit 22.
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Table 8. Output variable of the experiment for IRT and VI. D = Detected, ND = Not
detected

Experimental unit Treatment IRT output VI output

1 S1 D D

2 S2 ND D

3 S1 D D

4 S2 ND D

5 S4 ND D

6 S6 D D

7 S4 D D

8 S6 D D

9 S4 D D

10 S6 ND D

11 S4 D D

12 S6 D D

13 S5 ND D

14 S3 ND D

15 S5 ND D

16 S3 D D

17 S5 D D

18 S3 D D

19 S5 ND D

20 S3 ND D

21 PS1 D D

22 PS2 D D

23 PS1 D D

24 PS2 D D

25 PS1 D D

26 PS2 D D

27 PS1 D D

28 PS2 D D
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Fig. 16. Percentage of failures detected by each technique in the experiment.

detected. Therefore, IRT is able to detect all types of soiling evaluated, however,
there are levels of soiling that were not detected in some cases.

Fig. 17. Failures detected and not detected by the IRT under soiled conditions.
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The detection of the failures was done strictly following the criteria of Table
5. However, in Fig. 11 it can be seen that through the IRT it was possible to
appreciate a distortion in the thermal distribution of the PV array. In addition,
in Fig. 14 it was possible to identify specific regions of lower temperature on the
PV modules and temperature gradients lower than 10 °C, even though none of
these cases met the requirement to be cataloged as failures, this suggests that,
to detect soiling suboptimal conditions a lower threshold for the temperature
gradient might be required.

4.2 Statistical analysis

To determine if one method performed significantly better than the other, a
hypothesis test was done using Fisher’s exact test [3, 18] as follows:

H0 : Ni = Nj

Ha : Ni 6= Nj

∀i 6= j

Where N is the number of identified failures, i and j are IRT and VI tech-
niques respectively.

The test yields a p-value of p = 0.002 and odds ratio (OR) = 27.8, therefore,
considering a significance level of α = 0.05 it fulfills the alternative hypothesis
(p < α), i.e. significant differences were found between both methods [5]. In
addition, when evaluating the hypothesis tests for each of the failure factors
(soiling and partial shading) with the contingency tables shown in the Table 9,
significant differences were obtained for soiling (S) with p = 0.001 and an OR
= 33.87. The OR coefficient obtained in both cases indicate that there is a high
probability that a fault will be not detect using IRT instead of VI, specifically
detecting soiling. That is, the VI is associated with a greater capacity for dirt
detection compared to the IRT.

Table 9. Contingency table separating the factors (types of failures) of the experiment

.

Factor Technique
Result

Total
Not Detected Detected

S
TI 9 11 20
VI 0 20 20
Total 9 31 40

PS
TI 0 8 8
VI 0 8 8
Total 0 16 16

Total
TI 9 19 40
VI 0 28 40
Total 9 47 56
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Another way to compare both methods is by the sensitivity in the effective-
ness of fault detection, this is based on the analysis of true positives achieved by
each technique [31]. The results show that IRT had a sensitivity of 68% while
VI had 100%.

5 Conclusions

The present paper has analyzed two image-based fault detection technique (IRT
and VI) for photovoltaic arrays for two of the most common temporary faults or
suboptimal conditions, i.e., soiling and shading. Partial shadows were correctly
detected with both techniques, however, IRT did not perform as well as VI
for the detection of soiling. Nevertheless, IRT did detect at least once all the
types of faults evaluated. The results also suggest that soling with IRT might be
detectable if a temperature difference threshold smaller than 10 °C is used.

The methodology used allowed a quantitative comparison from experimental
data between two techniques for failure detection in PV systems. This can be
used for future experiments with other configurations of PV arrays and other
types of failures, making it possible to validate theoretical models that are still
being studied and to generate quantitative indicators of the effectiveness of each
technique. Including treatments of conditions that are an apparent failure but
without a significant affectation on power will allow studying the capacity of
each technique to discriminate between true and false failures; this is pending
for future research.
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7. Felipe-Garćıa, B., Hernández-López, D., Lerma, J.L.: Analysis of the ground sam-
ple distance on large photogrammetric surveys. Applied Geomatics 4(4), 231–244
(2012). https://doi.org/10.1007/s12518-012-0084-2

8. FLIR: A guide to inspecting solar fields with thermal imaging drones
(2019), https://thermalcapture.com/wp-content/uploads/2019/08/

pv-system-inspection-thermal-drones-07-15-19.pdf

9. Flir: Flir Vue Pro and Flir Vue Pro R (2019), http://www.flir-vue-pro.com/

wp-content/uploads/2016/10/FLIR-VUE-Pro-R-Datasheet-TeAx.pdf

10. Flir.com: Adjusting Sensitivity & Gain On The FLIR Vue Pro R (2019), https:
//flir.custhelp.com/app/answers/detail/a{_}id/3134

11. Gallardo-Saavedra, S., Hernandez-Callejo, L., Duque-Perez, O.: Image resolution
influence in aerial thermographic inspections of photovoltaic plants. IEEE Trans-
actions on Industrial Informatics 14(12), 5678–5686 (dec 2018). https://doi.org/
10.1109/tii.2018.2865403, https://doi.org/10.1109%2Ftii.2018.2865403

12. Gutiérreza-Pulido, H., De la Vara-Salazar, R.: Análisis y diseño de experimentos.
McGraw-Hill Interamericana, México D.F, second edn. (2008)
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Abstract. This paper proposes a Smart Parking Lot System based on computer 

vision technique. The application was implemented with OpenCV, an open 

source library for image classification and processing, an online database to store 

results. Both the information and the selection of available places are made 

through an Android application. The proposed system allows efficient manage-

ment of both energy consumption and the use of place inside the parking lots, 

allowing users to know in real time which parking spaces are available. Addi-

tionally, provide information regarding the parking lot to which the users are go-

ing. This paper provides an explanation of the elements used during the test of 

the system considering the parking lots located inside the Universidad de Con-

cepción, Concepción- Chile and adapting our proposal to the multiple character-

istics of these parking lots. 

Keywords: Smart Cities, Smart Parking, Computer Vision, Sustainability, 

Emission Reduction. 

1 Introduction 

In the last decade, there has been a great demographic growth around the world and 

therefore a significant change in multiple areas. One of them is the sustained increase 

in the number of cars for personal use, which implies difficulties in large cities to find 

places to park. Nowadays, we have to face traffic jams in streets or saturation of the 

spaces intended for parking, these new challenges causes a higher demand for fuel and 

energy by creating more fuel waste, instead of using it for a better purpose. It also brings 

multiple problems with the environment due to the greenhouse gas emission.  

Within this ambit, we can relate this problem to universities due to the great concen-

tration of students, professors and personal that need to go to these places. This con-

centration of people creates a saturation in parking lots where it’s difficult to find free 

places in certain schedules making it a process of around 10 to 20 minutes where auto-

mobiles still produce greenhouse emissions but also a waste of energy and fuel, which 

could be used for better purposes. Thanks to the advances in technology, today we can 
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propose multiple systems that allows drivers reduce their greenhouse emissions while 

looking for a parking lot, in this case designated by the name of “smart parking lots”. 

According to [1] a smart parking system in London with a good user engagement can 

save up to 62.2 liters on fuel annually to drivers and also reduce carbon dioxide emis-

sions by around 2300 kg per car per year, creating a significant change when this pro-

cess is scaled to a bigger point of view like a university or even greater like a city, 

improving for the drivers their fuel consumption, time and greenhouse emissions.  

To solve this problem, a Smart Parking system is proposed. For this, information is 

considered from smart parking projects developed by other researchers and companies, 

both in Chile and in other countries, proposing a better approach that adjusts to the 

specific characteristics of the Universidad de Concepción in Chile. The proposal allows 

us to manage outdoor parking lots and adapt to the current structures of those parking 

lots. The following document will explain our approach to the system proposed and 

will be conformed and distributed in the next way, in section 2 we will do a description 

of the place of implementation as well as a brief explanation of computer vision and 

multiple approaches to smart parking lots in Chile and internationally. Section 3 pre-

sents the architecture of the proposed model and describes each of its components. Sec-

tion 4 shows the results obtained in the test carried out on the proposed system. Finally, 

section 5 shows the conclusions and future works. 

2 Smart Parking 

Smart parking is defined as the implementation of a set of techniques, tools, and devices 

to manage a parking in the most efficient way possible, using as few resources as pos-

sible, such as fuel, time, or space. Thanks to this, smart parking lots represent a strategic 

way to reduce vehicular congestion and therefore a convenient technique to fight 

against the emerging global challenges such as CO2 emissions to the environment [2]. 

To achieve this there are several types of smart parking lots, among which we can dis-

tinguish mainly: Gaparking, Crowdensing, RFID, Wireless Sensor Network and Vision 

Based [3, 4]. 

The bibliographic review allowed us to find some projects that had already been 

implement in Chile, among which are the commercial application WeSmartPark or the 

prototype implemented by Entel and Urbiotika in Las Condes, Santiago. The aforemen-

tioned projects were applied to shopping centers or in areas/sectors that are very differ-

ent from those on the campus of Universidad de Concepción, which is a very extensive 

public access space. The investment required to cover the entire area with sensors was 

too high in addition, visitors can easily damage the installed sensors. Thus, in this re-

search, a system based on artificial vision has been proposed, since it allows the use of 

the infrastructure available inside the university campus, with minimal impact on the 

environment and significantly reducing the initial investment. 
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2.1 UdeC Campus 

The Universidad de Concepción have 3 campuses distributed in Chile with a total ex-

tension of 1,195,261 m2 which represents, for 2019, an academic center for 25,208 stu-

dents of undergraduate level, 2,257 students of a postgraduate, 2,082 teachers and 2,613 

nonacademic personal.  

Our Smart Parking proposal considers the infrastructure available on the Concepción 

Campus. There are approximately 96 building and 45 parking lots with a total of 1500 

places available for university employees and students from 07:00 to 19:00 from Mon-

day to Friday and free for the citizens of Concepción at other times and periods of 

holidays/vacations. All the parking lots of campus Concepción present the same char-

acteristics, all of them being outdoors and close to a building, the only difference we 

found between multiple parking lots was the entrance system that allows just certain 

people to enter an specific parking lot, per example a parking lot near the faculty of 

engineering allows only professors and personal to enter between 7 am to 7 pm, letting 

other users enter only after this schedule. Other parking lots had the same system but 

multiple of them did not had the same schedule therefore representing a space only 

available for the professors and the personal.  

2.2 Computer Vision Algorithms 

Nowadays, computer vision represents a huge area of study but for the purpose of 

this project, we will talk about some concepts of computer vision and image processing 

in which we can highlight the open source library OpenCV (Open Computer Vision 

Library), some classifiers, HAAR features, cascade detectors and border detection.   

OpenCV is an open source library that includes several hundreds of computer vision 

algorithms. In this library we can find some useful utilities as for example image pro-

cessing, video analysis, camera calibration and 3D reconstruction, 2D Features Frame-

work, Object detection, High-level GUI and Video I/O [5]. In this project we use mainly 

three of these features:  

 

• Image processing: We use these characteristics to scale the image obtained from 

the source, applying some Gaussian filters, Laplacian threshold, blur filter and the 

grayscale conversion. 

• Object Detection: this feature allows us to use a pre-trained HAAR-cascade clas-

sifier to classify the cars in the smart parking lot 

• Video I/O: We obtain the input video images captured from the parking lot cam-

eras 

Within the techniques we can find in computer vision for the detection of free spaces, 

we found multiple classifiers such as Y.O.L.O. (You Only Look Once), Fastest C.N.N. 

(Fastest Convolutional Neuronal Network) and Single Shot Detector (SDD), this clas-

sifiers have an high degree of reliability in the recognition of multiple objects but, in 

the case of real time detection, this classifiers still lack in speed. For us to have a faster 

recognition in real time it is necessary to have more processing power with dedicated 
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graphics cards that allow us to speed up the process. Due to the simplicity and the reli-

ability these neuronal networks present, a Cascade Classifier was decided to be used 

with HAAR Detector. 

HAAR descriptors are some of the most efficient classifiers that exist today due to 

their low computational cost. These characteristics are obtained after applying a set of 

filters throughout the image at different scales, these filters are known as HAAR filters, 

in this way a large numbers of characteristics of different images are obtained, positive 

and negative, creating a classifier capable of recognizing the desired object. This has 

the main advantages that it allows to analyze pixels directly. To achieve this, rectangles 

are used to define the structure of these characteristics, which allow coding data that is 

difficult to learn. The HAAR characteristics are calculated through the concept of inte-

gral image. The concept of cascade comes from the sequential application of different 

HAAR characteristics in the order established by the weights of the training stage, thus 

avoiding applying all the HAAR characteristics in all regions of the image. This is 

achieved by creating a decision tree to efficiently know if the object we are looking for 

exists in an image [6–8]. 

3 Proposed System 

This section presents the system designed for our smart parking, considering the nature 

of the parking lots inside the campus and the multiple limitations we face, we decided 

to proceed using computer vision as our data collection method, as it allows us to reduce 

the costs in adapting the current structures of the parking lots and also take advantage 

of some of the current cameras located in the campus, as well as the creation of an 

android application which will help us display the data processed through our system 

to the users. The proposed system for a smart parking is illustrate in figure 1.  

  

 

Fig. 1. Smart parking system.  

Within our proposal, we decide to implement a computer vision based system in which  

the open source library OpenCV is been used for the classification and processing of 

images, also the Tkinter library in Python is been used for the design and creation of 

user interface for the visualization of the images obtained through the cameras and the 

result of the algorithm applied but also to create a friendly user interface for administra-

tion. For the database section, a hosting service is used as a backend where the data is 

stored and sent through the image processing algorithm in an online SQL database. This 

will communicate with a REST API created through PHP and receive the solicitudes 

from the Android app for data acquisition. Finally, for the Android application we will 

use the software Android Studio. We based  our proposal on the related work of Ankit 

Khare [9]. 
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Within our proposal we suggest the utilization of the security cameras that the cam-

pus has in the parking lots to obtain the image and a minimum investment for the pro-

cessing devices that can be a Raspberry Pi.   

 

3.1 Data Collection and Image Processing 

First, the regions of interest (ROI) have to be delimited, these regions will cut the com-

plete image into smaller squares that will indicate to the algorithm which portions of 

the image need to be processed, in other words it delimits each parking space to estab-

lish whether there is a car or not, we can see this process in figure 2. In this way, the 

scanning of the entire image is avoided to focus only on the parts that interest us and 

reduce the computational processing. The coordinates of these regions are saved in a 

file with a “.yml” extension that have a user-friendly format [10].  

 

Fig. 2. Delimitation of the region of interest (ROI).  

The next step is the video acquisition and data processing. For this, the open source 

“OpenCV” library is use, which allow capturing the image of a camera in an easier way 

with a method called “cv.VideoCapture” and also can be connected to the network via 

IP. 

Once the image is captured, a grayscale conversion is applied, which allows to sim-

plify the three-dimensional color space (R, G, B) to a single or monochrome dimen-

sional representation as shown in figure 3. This significantly reduces the computational 

cost [10, 11]. 

 

Fig. 3. Grayscale conversion.  

Once we have the image from the camera and the grayscale conversion, an image 

smoothing process is performed whose purpose is to eliminate the Gaussian noise in 

digital images, this procedure is performed with a Gaussian Blur, implemented in 

OpenCV as “cv.GaussianBlur” [12]. This blur is shown in figure 4. 
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Fig. 4. Gaussian Blur. 

3.2 Image Processing and Detection Algorithms  

Once the Gaussian filter is applied and the image is in black and white, two separate 

criteria are applied to each ROI for the decision of free parking places. The first crite-

rion is an edge detection through a Laplacian threshold and the second criterion is a 

classifier cascade with HAAR features. If both criteria cannot coincide in the same re-

sult, a new criterion is applied, in this case a Canny border detector to determine more 

precisely if a parking lot is occupied or not. Also, thanks to the interface created with 

Tkinter we have the option to adjust the threshold of the edge subtractors allowing us 

to change that value without modify the source code. 

Edge detections simplify the image analysis by reducing the amount of data to be 

processed, as well as keeping useful information about the boundaries of objects. This 

is done by identifying the points where the brightness of the image changes suddenly. 

This technique extracts the edges in the image by identifying pixels where the variation 

is very high [10]. We achieve this by using the Laplacian operator with the “cv.Lapla-

cian”, we see this function in figure 5. 

 

 

Fig. 5. Laplacian Operator.  

The pre-trained HAAR cascade classifier is then used to determine if it detects a car. 

When the results of the classifier and the Laplacian are equal, the parking lot is marked 

with the corresponding status and the result is sent to the database. If the two results are 

different, then a third decision phase is applied with a Canny edge detection as shown 

in figure 5, this third process is carried out to obtain a new result that allows to guide 

the decision making of one of the other two previously obtained results. For the highest 

degree of certainty, Canny should be considered to have well-adjusted threshold values. 

.  
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Fig. 6. Canny Edge Detector 

3.3 Database and REST API 

The creation of a database was essential part for the project to keep a communication 

between the detection algorithm phase and the android application we create. For this 

we use a free hosting service, a service that allow us to store all our data through a SQL 

database without the necessity of a server, allowing us to focus mainly during this test 

in the computer vision. During our exploration of the campus of Concepción, we rec-

ollected multiple information of the different parking lots that were important for the 

Android application like coordinates to let user know the parking lots ubication, the 

spaces available in every parking lot, entrance methods which as we say earlier not all 

the parking lots present the same schedules or access methods, as well as the special 

parking spots each parking lot presents, like disabled parking spots or load zones.  

Within the hosting service and using our SQL database, we can store all the data 

recollected in our server and  access, modify or check this data through the use of a 

PHP script and creating a REST API, an interface between HTTP systems that allow 

us to transfer data through JSON arrays or XML, this represents a safer way too keep 

communication between our database and the application but also a perfect way of sep-

arating the database from our application due to the limitations implemented on the 

users of not allowing them to have full access and control of the database, other benefits 

of this method is the prevention of overflowing our database with multiple calls, which 

allow us to connect multiple devices. In figure 7 a representation of the connection 

made with the online database, the REST API, and our Android application is shown. 

 

 

Fig. 7. Connection between Android app, REST API and database.  

3.4 Android Application 

Our android application was created thinking in an easy and friendly interface that al-

low the users to obtain the information they need as fast as possible. For the creation of 
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the application we made use of the Android Studio software, which allow us to design 

the interface and the inner algorithm the app will use to show the information.  The 

application is designed to satisfy the following requirements:  

• List of all the parking lots available inside the university sort by number of free 

spaces. 

• Being able to find a parking lot near a destination. 

• Know the type of parking lot, like “professors and personal only” or “guest parking 

spots”.   

• “Map view” showing the actual entrance of the parking lots and the buildings this 

parking is near to.  

• Information section, where the administrator can show multiple news, announce-

ments or warnings related to the parking lots. 

4 Results 

Figure 8 shows the main screen of the desktop application performing the classification 

with a test video, since it was not possible for us to test the system directly with the 

university cameras. This application was made with the Python Tkinter library so that 

the configuration of the classifier and the visualization of the data were more direct and 

easier to understand and manipulate. We can see that the main window contains two 

tabs, in the first one the classifier image is displayed, it also contains some sliders to 

adjust the minimum threshold of the Laplace and Canny edge detectors, this serves to 

detect cars even if the sunlight or weather conditions that affect the camera image 

changes. 

 

Fig. 8. Desktop Application Main Window. 

The second Window represents a Configuration section where we can see that we have 

a configuration interface, this interface allows us change the file of the pre-trained 

model for car detection, we can also insert the file ".yml" where we have previously 
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stored the ROI coordinates. It also has a small algorithm application to create a new 

coordinate file by selecting them directly from the image, we just pass a pre-existing 

image of the parking lot and begin to delimit the spaces manually. Finally, this section 

has two selectors connected, they select the name or ID of the parking lot that we are 

viewing, this selection is used for the program to send the information on the places of 

the selected parking lot to the database. 

To satisfy the requirements of the mobile application mentioned previously, 6 activ-

ity or user interfaces (UI) were designed where the user will have the option for a spe-

cific task, the first activity the user faces when the application is initialized is the login 

activity, which represents a future opportunity for a reservation system, that will allow 

the client to reserve an specific spot for certain time. Other activities for our mobile app 

are the preview activity, an activity designed before confirming the parking lot selected 

by the user and the help activity, a special activity designed to contain information of 

the administrator of the parking lot or the security inside the university.  

The next activities represent the main interfaces of the application, where all the 

important data will be shown to the client, in this case, the application will have a bot-

tom navigation menu which will allow us to switch between the three activities. The 

first activity is a list view of all the parking lots with available space, showing first the 

parking lot with most available places, also for a better use, a search bar was imple-

mented in case the user needs to find an specific parking lot. The second activity rep-

resents a map view where the user can see exactly where the entrance of each parking 

lot is, showing them through an interactive map of the current university infrastructure. 

The third activity represents an information activity which will be used mainly as a 

news, alerts, or notification section so we can inform the client in case of an accident 

or maintenance in a parking lot (see figure 9).  
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Fig. 9. List view, Map view and Information Activities. 

During the project, the application was created  as a validation to the system that allow 

us to proof the changes made inside the database, the application was tested through 

multiple calls to the database to prove the modification in the data collected and show-

ing it in a list view so the user can check it, inside this list view the data was sorted 

showing the option with more free spaces at the top of the list and showing other im-

portant information like the name and the access method. Other options of the applica-

tion were tested too, where we show the exact coordinates of the parking lot entrance 

in a real map of the campus, using the help of the Google Maps API, and proving the 

interaction the user can have with this option.  

5 Conclusion and Future Work 

In this paper a proposal for a smart parking lot system was presented, taking into con-

sideration the characteristics the Universidad de Concepción presents and adapting it 

for it to be the best approach we can think of. Due to all the parking lots being outdoors 

the use of certain sensors where difficult to consider either by bad weather or the cost 

limitations like constant management or specific structures these sensors needed to 

work properly. This let us to the creation of a smart parking lot that presents the novel-

ties of being cheaper and efficient outdoors by using a new method called computer 

vision, thanks to this we were allowed to use the cameras already located in certain 

parking lots and therefore keep the current structures inside the parking lots. 

 Finally to calculate the impact in the community we can do a simple calculation 

considering that a normal gasoline car emits approximately 2.3 kg of CO2 per liter, we 

can determine that a search of at least 20 minutes in a parking lot can generate 230 kg 

of CO2 for each person taking a school year as 10 months approximately. If the appli-

cation reduce the search time in half, we could generate a saving of 130 kg of CO2 per 

person, which translated into 10% of a total population of approximately 50,000 people 

in the three campuses we have a total saving of 575 tons of CO2 per year.     

It is necessary to mount the system within the proposed processor connected to the 

cameras that the university has, to obtain accurate results of the operation and to be able 

to carry the pertinent corrections and calibrations. As we mention early our proposed 

system was tested through multiple parking lot videos, in each case, all the parking lots 

present different characteristics in terms of lighting, contrast and angle view so we 

could proof if our algorithms can detect a car without the conditions the camera could 

present, thanks to the UI created we can change the threshold parameters and adapt the 

image obtained through the camera to obtain better results but still outdoors test are 

needed. We also hope to be able to expand the server to improve the current limitations 

with the request and test the system into a more real environment and allow more users 

to be able to use the application. 
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Abstract. The integration of electric vehicles to electricity grids is the key to the 

adoption of renewable energy. This study reviews the main benefits and chal-

lenges of integrating these technologies, considering the high variation of the 

photovoltaic resource. The use of an intelligent charging of electric vehicles 

based on the variation of solar radiation is shown to mitigate the voltage and 

power variations caused. A simulation of a feeder is performed to verify the ben-

efit of an intelligent charging scheme, achieving an 8% decrease in the required 

power. In addition, a review of related studies is presented, and the types of com-

munication systems used for the control of vehicle charging in an electrical grid 

are compared. 

Keywords: Electric vehicle, photovoltaic generation, vehicle-grid integration. 

1 Introduction 

Today, renewable energies play an important role in societies, if environmental, social, 

and economic aspects are considered, which have allowed the proliferation of clean 

energy generation technologies. For approximately a decade, mobility systems based 

on Electric Vehicles (EV) have been considered to reduce the carbon footprint and im-

prove the energy efficiency of transportation. These vehicles have improved in their 

autonomy and price competitiveness thanks to the advancement of their energy storage 

systems. Aspects such as decarbonization of the electric power system due to the inclu-

sion of renewable sources and decarbonization of mobility due to the introduction of 

EV, must be articulated to multiply their individual benefits. The fluctuation of solar 

irradiance depends on climatic factors such as cloudiness in area, temperature, wind 
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speed, etc. Commonly these fluctuations are observed in the form of oscillations with 

a period that can be in the order of seconds up to several hours [1]. These variations in 

the photovoltaic (PV) resource are translated into fluctuations in the power delivered 

by the installation, which has a direct impact on the electrical grid. One of the impacts 

that causes the greatest interest in the scientific community is the fluctuation of the 

system voltage [2], since it can become a major problem in grids with a high penetration 

of PV generation [3]. 

PV generation in Ecuador is attractive due to the high PV resource with an average 

annual irradiance of 4574.99 Wh/m2/day [4], however, being in a mountainous area, 

the cloudiness causes fluctuations of the PV resource to be common and interfere with 

the solar radiation of the sector [5]. Studies determine that the months of higher solar 

radiation overlaps with the months of greater cloudiness [6]. It should also be consid-

ered that a significant number of the country's inhabitants are located in the mountain-

ous region, thus in [7] it is observed that according to the last population census, the 

Andean region of the country has a 44.53 % of the population of Ecuador. This must 

be considered given the accelerated worldwide increase in penetration of residential PV 

energy systems, and it is necessary to be adequately prepared for the sizing and opera-

tion of the electrical distribution network within cities with high PV penetration. 

2 PV resource fluctuations 

Figure 1 shows the typical profile of the radiation and the power generated by a PV 

system located at the University of Cuenca-Ecuador (2°53'31.0"S, 79°02'18.7"W) dur-

ing October 17, 2019, where the high radiation fluctuations and their respective power 

fluctuation can be observed. In [8] the dynamic behavior of radiation fluctuations in the 

PV installation of the University of Cuenca is analyzed, where the authors indicate that 

the rate of change in a 28-day sample, which can reach variations between 0.5∆P_nom 

<∆P <0.7P_nom with intervals of ∆T≥15 s. 

 
Fig. 1. Radiation and Output Power of a PV string 

Former studies presents methods for predicting the fluctuation of PV generation with 

the use of Kalman filters [9], allowing early actions to be taken with these variations, 

in addition, methods have been studied for correcting these fluctuations avoiding the 
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effect in the voltage and power delivered to the PCC (Point of Common Connection). 

Other techniques analyze the use of supercapacitors [8], [10], and in [11] a method is 

suggested for the optimal selection of the battery bank to reduce the power fluctuation. 

Also in [12] a hybrid architecture of batteries and supercapacitors is proposed with cen-

tralized control by an EMS (Energy Management System), and in [13] a hierarchical 

control applied to EV charging stations is proposed, based on the combination of bat-

teries and inertial wheels using dedicated storage systems to reduce the impact on the 

voltage in the PCC, which represents additional costs that can avoid the massification 

of PV generation. This study allows the use of additional elements with marginal costs 

that allow integrating renewable generation actors and private consumers that permit a 

synergy for the benefit of the environment. 

3 Behavior of electric vehicles in public areas 

Studies shown in [14] indicate that the average time of a car in the study area is 80% 

parked at the owner’s residence, and another 16% parked on other place, so 96 % of the 

vehicle’s useful life is unused, this important information makes it possible to establish 

that vehicles can spend a significant amount of time fulfilling functions that allow in-

tegrating actors that until now have not been foreseen. In addition, thanks to the mas-

sification of electric vehicles, in [15] and [16] idle time of connected EV in public 

charging stations is studied, finding that it presents a 61.4% of the total connected time, 

and it is given by equation 1. 

 

Tconnected = Tcharging + Tiddle            (1) 

 

Although this result reduces the availability of chargers, it creates a very important op-

portunity to use the energy storage systems of vehicles for other uses, such as reducing 

demand peaks, improving energy quality, and reducing frequency variations. Regard-

ing the behavior of the EVs connected in public stations, from the dataset of [16], it is 

obtained that the average connection time is 5.82 h, with an average charging time of 

2.87 h and an average idle time of 2.94 h. Thus, Figure 2 shows the relationship between 

idle time and charging time. From there it is observed that the relationship is increasing, 

and it can be inferred that most vehicles are loaded at Tcharging <1000 min and Tidle <2000 

min, which indicates that vehicles tend to remain in idle longer. 
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Fig. 2. Idle time and Charge time relationship 

Regarding the behavior of EVs observed in [17] which analyzes the hours of arrival at 

the charging stations, Figure 3a indicates that during working days the vehicles are 

mostly connected at 9:00 in spaces intended for offices , while at 6:00 p.m. the predom-

inant connection is at private charging points; and in Figure 3b, it is observed that dur-

ing the weekends the predominance are private charging points, followed by public 

charging points, in a schedule between 12h00 and 21h00, which coincides mostly with 

the hours of solar radiation. 

 
(a) 
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(b) 

Fig. 3. Distribution of arrival times at charge stations a) workdays b) weekends [17] 

4 Integration of electric vehicles to the electrical grid 

The integration of vehicles to the electrical grid or VGI (vehicle-grid integration) en-

compasses the use of technologies allowing EVs to deliver services to the grid [18]. 

Grid compatibility is a requirement for VGI, for which vehicles must also be compliant 

with local guidelines and regulations [19]. According to [20] the levels of integration 

depend directly on the level of control over the load and the agents that intervene ex-

ternally. Thus, Table 1 shows the levels of VGI and the control and regulations that 

need to be followed. 

 
Table 1. VGI levels, controls and regulations 

Level VGI Directionality Control Regulations 

1 V1G Unidirectional 

Distribution System Operator 

(DSO), Charge Point Operator 

(CPO), EV user, EV, Hybrid 

energy Manager (HEM) 

IEC 61851, DIN-SPEC 70121, 

OCPP 1.6 

2 V1GH Unidirectional Internal or external ISO/IEC15118, OCPP 1.6f 

3 V2H Bidirectional Home or customer system ISO/IEC15118, EEBus 

4 V2G Bidirectional External (market) Level 2 and level 3 regulations 

 

The advantage of an intelligent charging scheme considering VGI lies in the impact it 

has on the distribution network, thus in [21] the authors show the application of intelli-

gent charging to improve the frequency response of the electrical system. Unidirec-

tional charging levels (V1G and V1H) are relatively simple, and depend on the tech-

nology present in the charger, where communication is limited between the vehicle and 

the charging system, while in bidirectional charging (V2G and V2H) a more complex 

communication is required, where energy management operators require equipment to 

perform this communication as well as a management system, in addition, it is required 
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that the charging station and the customer's meter are compatible with the bidirection-

ality of the energy flow. Both V1G and V2G represent significant savings compared to 

non-intelligent charging systems, thus, in [22] it is observed that V1G represents a sav-

ing of 62% compared to non-intelligent charging, however, V2G requires an additional 

investment, but it means a relative benefit of 407USD per vehicle. 

5 Electric Vehicle Characterization 

In recent years, interest in the use of EVs to compensate for variations in the electricity 

grid has grown, so it is necessary to know the response of EVs to variations in the 

charging setpoint in order to use the energy stored in their batteries as support for the 

grid. In this way, studies such as [23] analyze the dynamic response of EVs when they 

participate in a frequency control within an isolated system, the study uses an approach 

based on the use of V2G for the use of EVs in primary and secondary control of fre-

quency in a 10kV single bus system with a 100kW synchronous generator, a trans-

former and a static load, with EVs connected for frequency compensation. Authors de-

termine that for these disturbances the EVs can respond to the PFC (Primary Frequency 

Control) and LFC (Load Frequency Control) in an appropriate way, improving the max-

imum frequency drop in the event of disturbances with times less than 3 seconds. A 

similar study is performed in [24] with inter-area frequency variations, with improve-

ments in frequency establishment time of up to 50%. 

For this type of application, and for others such as voltage or power control, it is 

required that the variation of the vehicle’s charging setpoint be achieved in a reduced 

time, thus in [25] the response times of a Nissan Leaf 2015, Peugeot Ion 2011 and 

Renault Kangoo 2012 vehicles are reviewed, all equipped with 3.3kW chargers that can 

be controlled between 6 to 16A, where it is found that average response times ranged 

from 0.3s up to 1s, which indicates that this response time depends on the EV under 

analysis. In this study, tests were carried out on EVs to check their response time to 

variations in charging setpoints. The vehicles analyzed were the Kia Soul EV, and the 

BYD E5 400. After the measurements, it was observed that the dynamic response of 

the vehicles are not the same, thus, it was obtained that for a load setpoint variation 

from 50% to 30%, an EV’s response time is approximately 2 s, on the other hand a 

second EV showed a response time of 0.68 s (Figure 4), similar to the time found in 

[25]. Vehicle charging starts at 5.5kW / 25A in fast charge, then the setpoint is changed 

to a 2.8kW / 12.7A slow charge state and the time when the vehicle's charge controller 

reaches the required setpoint is measured. 
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(a) 

 
(b) 

Fig. 4. Dynamic behavior of charging setpoint changes a) EV No.1 b) EV No. 2 

6 Integration of smart charging electric vehicles to a grid with 

high photovoltaic generation 

Given the high variation of the PV resource, which causes among other inconveniences 

the decrease in the voltage in the grid’s feeders, the intelligent charging of EVs consti-

tutes a very important alternative to reduce these variations. In this way, figure 5 shows 

a day with PV power variations. For the charging setpoint delivered to the vehicle, a 

low pass filter based on the Tustin bilinear transformation is used [26]. The filter basi-

cally removes the high frequency component of the PV radiation variations (Figure 5a) 

and the control is carried out with the remaining high frequency component (Figure 

5b), which is taken as the load command for the EVs, limiting the maximum charge to 

7.2kW. 
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(a)             (b) 

Fig. 5. Compensation of PV resource variations with EVs a) solar radiation b) charging setpoint 

after applying the Tustin bilinear filter 

Extending the concept to a distribution system (Figure 6), the grid is considered to have 

a high penetration of PV generation, assuming that all customers have 1kW to 3kW of 

PV generation installed, and all customers have EVs connected to the grid from 06h00 

to 18h00. All PV generators deliver normalized power (Figure 8a), and vehicle powers 

are limited to 7.2kW. 

 
Fig. 6. Feeder with loads (EV) and PV generation 

In the case of an installation without intelligent charging control, all vehicles are con-

nected and disconnected at the same time, consuming constant power (Figure 7a). In 

this case, the voltage at TX1, varies from 119.6VAC to a minimum of 115.9VAC (Fig-

ure 7c), that is a decrease of 3.09%. In the main transformer of the feeder, the load 

curve (Figure 7e) indicates a maximum of 1124kW. In the case of an installation that 

considers intelligent control of EV charging, all vehicles are connected and 
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disconnected at the same time, but they consume a power depending on the variations 

of the PV generators (Figure 7b). In this case, the voltage at TX1, although it varies 

from 119.6VAC to a minimum of 116VAC (Figure 7d), that is, a decrease of 3.01%, 

considering the same time as the minimum of the case without control of the load, this 

value is 119.2VAC that is a decrease of 0.33%. In the main transformer of the feeder, 

the load curve (Figure 7f) indicates a maximum of 1122kW at 13:30, but at 11h00 from 

the peak of the previous case, with an intelligent control it reaches 1032kW, which 

means 8.19% of decrease in load. 

 

 
(a) 
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(d) 

 
(e) 

 
(f) 

Fig. 7. Feeder simulation results: a) constant power charging setpoint, b) intelligent charging 

setpoint, c) voltage on TX1 without charging control, d) voltage on TX1 with charging control, 

e) Power on the feeder without charging control, f) Power at feeder with charging control 

7  Benefits and challenges of integrating electric vehicles to 

photovoltaic generation systems 

The integration of EVs to distributed generation systems with the incorporation of PV 

presents benefits, which have been studied during the last decade. Thus, in [27] some 

benefits of VGI are listed as auxiliary services for the balance of generation and de-

mand, voltage and frequency regulation, load leveling, and management of power 

peaks, where the authors mention scenarios where the economic benefits reach the 

4000USD per year per vehicle connected to the grid and that provides a power regula-

tion service. This should be considered in networks with high penetration of PV gener-

ation. In more current studies such as [28] through interviews with experts in the area, 
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authors identify 25 categories of benefits of V2G, where integration to renewable ener-

gies, controlled charging and the connection between the EV and the home are the three 

main benefits of VGI, PV power intermittence and fluctuations being the benefit most 

discussed by experts. Specifically, the use of EV services as a tool to reduce the fluc-

tuation of PV generation has been validated in studies such as [29], [30] and [31], from 

which it can be observed that the adequate management of VGI has a potential for re-

duce typical storage systems such as supercapacitors, inertial wheels and batteries, both 

in their capacity and number. 

However, the main challenge of VGI consists in the implementation of charging 

strategies, since EV charging events usually overlaps with demand peaks [32]. There 

are also economic challenges such as the implementation of the required technology 

both on the consumer side and on the energy distributor, requiring both chargers with 

the necessary technology, as well as bidirectional energy meters. But, perhaps one of 

the most important challenges is the communication platform that encompasses all 

these aspects [33], and this is more drastic in systems that have PV generation due to 

the high intermittency of the resource, and its variations in very short times . Therefore, 

a communication infrastructure capable of responding to these fluctuations in the re-

quired time is required. As previously observed, in the case of frequency control, the 

system can respond in several minutes, however, voltage variations are faster, and in 

small-scale cases such as local distribution systems, if there are several PV generators, 

the variations can be significant and with dynamics in the order of milliseconds. To 

overcome this drawback, various communication technologies have been proposed. 

Thus, in [34] Industrial Internet is used as a communication channel between the dis-

patch center and the vehicles, in [35] the LoRaWAN radio frequency system is used, 

and in [36] they use a hybrid alternative, with the 5G network as main hub and wireless 

communication between the EV and the distribution company, but on the condition that 

the 5G network is properly configured for sending messages with low latency. Table 2 

shows a comparison of the most used communication systems in VGI. 

Table 2. Main characteristics of communication systems used in VGI 

Communication 

system 

LoRa-

WAN 
Zigbee 4G 5G 

Industrial 

Ethernet 
FO 

Type Wireless Wireless Wireless Wireless Cable Cable 

Data rate 50kbps 250kbps 1Mbps 100Mbps 100Mbps 10Gbps 

Sensitivity -142dBM -126dBm -117dBm -113dBm -31dBm -19dBm 

Range 3km 300m 2.5km 45km 100m 

100km 

(single 

mode) 

Average  

response time 
22.95ms 10ms 50ms 5ms 100ms 

0.1ms 

per 

10km 

 

Considering that the primary control of voltage in electrical grids can be carried out 

between 2 and 20 seconds, the limitation of the communication technologies for VGI 
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have sufficient characteristics to deliver the control messages, however, the time of EV 

response, which, as mentioned, depends on the EV and can also take a few seconds. 

Therefore, although the response time of the communication systems are high, the ve-

hicle must be able to respond adequately to the control signal and adjust its power ap-

propriately, thus, the system must know the time in advance. response of the vehicle to 

dispatch the energy in the required time. 

 

8 Conclusions 

This study presents the main advantages and challenges of the integration of electric 

vehicles and photovoltaic generation, with an emphasis on mitigating voltage variations 

caused by the high variability of the photovoltaic resource. A bibliographic verification 

of studies on the subject was carried out, rescuing the main findings that highlight the 

importance of considering smart charging for the integration of electric vehicles to the 

grid. 

Through a simulation of a feeder circuit, it was shown that a charging control based 

on filtering the high frequency variations of solar radiation can mean a reduction of 

8.19% of the power in the main transformer of the feeder, and a decrease in voltage 

variations in distribution transformers was observed. 

For an adequate management of the services that EVs can provide to the grid, it is 

necessary to know the response time to charging setpoint changes, and this information 

should be delivered by the manufacturers, or the EVSE (Electric Vehicle Supply Equip-

ment) should be able to measure it, in order to have an appropriate database for use by 

the energy distribution company and thus achieve an efficient integration between re-

newable energies and EVs. 
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Abstract. Environmental concerns, such as global warming and scarcity of 

natural resources, pressure companies to develop and adopt cleaner technologies 

and production processes. Besides, the search for sustainable development (as 

recommended by Agenda 2030 from the United Nations) has made companies 

rethink their whole supply chain, including transport activities. Besides, 

governments have been proposing public policies to obtain positive impacts in 

the economic, social and environmental dimensions. In this context, many studies 

have pointed out that electric mobility is a sustainable alternative to the transport 

sector and, in many EU countries, the government has bet on subsidies to attract 

manufacturers and customers to this market. Therefore, this paper aims to 

identify the role of electric vehicles (EV) in sustainable supply chains, 

considering the articles published in the Web of Science (WoS) database. We 

realize that there is a low quantity of papers dedicated to investigating the EV in 

this context. Many papers claim to perform sustainable analysis but do not 

evaluate the triple bottom line's three dimensions. Nevertheless, we identified 

that governments had developed policies to incentivize the introduction of 

electric vehicles in the market. 

Keywords: electric vehicle, sustainability, supply chain. 

1 Introduction 

The last decades have been marked by growing concerns about energy usage and other 

environmental impacts [1], so we have experienced the development of policies to 

mitigate climate change, the proposition of actions to reduce the environmental impact 

and the discussion of renewable resources for energy sources in different sectors. 

With the exponential growth of the population, the natural resources are being 

increasingly consumed and, therefore, the raw materials are becoming scarce and 
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expensive [2]. In this context, companies have been pressured to act according to the 

sustainable development concept, which is understood as the development that meets 

the present's needs without compromising future generations [3]. This concern is not 

restricted to the company but extends to the entire supply chain and its activities [4]. 

 Supply chains correspond to the entire management of a product useful life, from 

the extraction of raw material to its final disposal [4]. Therefore, the introduction of 

sustainability concept requires that the entire supply chain seeks more than the efficient 

management of processes, also considering innovative alternatives that improve 

environmental, social and economic conditions [5]. 

At this point, it is important to emphasize that, among the logistic activities 

performed in a supply chain, the transport is one of the most important, being 

responsible for the greater part of the costs, up to ⅓ of the logistic costs [6].  

From the environmental point of view, the transportation sector accounted for 

45.4% of greenhouse gas (GHG) emissions and consumed about 32.7% of energy in 

Brazil in 2019, surpassing the industrial sector [7]. So, the transport sector contributes 

to the increase in global warming potential (GWP) and the scarcity of natural resources 

[8]. For this reason, this sector has been increasingly pressured to implement eco-

friendly and sustainable strategies [9]. Sustainable strategies focused in this sector can 

be seen in [10-11]. 

In this context, many manufacturers of vehicles have sought to improve the 

technologies of internal combustion engines (ICE) to decrease GHG and pollutant 

emissions [12]. However, due to the increasing demand for vehicles and all the 

mentioned environmental problems, replacing ICE for electric vehicles (EV) have been 

raising as a possible solution [12], aiming to reduce both carbon emissions and 

dependency on fossil fuels. 

It is important to emphasize that the concept of sustainability requires the triple 

bottom line, in other words, the assumption of the equal importance of the economic, 

social and environmental aspects. Only the joint analysis of these is possible to get 

sustainable strategies of energy resources [12]. 

Therefore, this paper aims to identify the role of the electric vehicle in sustainable 

supply chains, considering the articles published in the Web of Science (WoS) database. 

Assuming that electromobility is pointed by the literature to reduce the environmental 

impacts of the transportation sector, especially energy consumption of fossil fuels and 

carbon emission, we aim to understand if and how the discussion about sustainable 

supply chains is related to electromobility.  

From this introduction, the article was divided into four sections: the theoretical 

framework about electric vehicles and sustainability (Section 2); the methodological 

procedures (Section 3); the presentation of the main findings (Section 4) and final 

considerations (Section 5). Finally, we have acknowledgments and references. 

 

2 Theoretical Framework 

There has been an increasing worry about sustainable development in order to reduce 

the impact in the environment in which we live and, thus, ensure the quality of life for 

future generations [13], and this is a main challenge in mobility sector. On the other 
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hand, the concept of sustainability is not always used correctly, as will be discussed in 

this paper. Many studies claim to analyze the sustainability of a certain product, 

process, or operation, but the social analysis is left aside, being performed only 

environmental and/or economic assessments [12, 14, 15, 16]. Nevertheless, to be 

considered sustainable, there must be a balance between the three pillars: economic, 

social and environmental [17].  

Focusing on transport sector, sustainable transport has been an important challenge 

for many countries [10 - 11] to reduce air pollution, climate change, negative impacts 

on population life, energy consumption, material use, and provide better service with 

less cost. Papers concerned with improving sustainability in transport operations can be 

found in the literature, focusing in many countries, in Europe [18 – 19], in Brazil [15 – 

16] and so on. In this context, many studies have bet on EVs as a sustainable alternative 

to ICE [20, 21, 17], although some of them emphasize the environmental pillar aiming 

at reducing the dependence on oil and carbon emissions [22].  

In order to have greater acceptance of electric vehicles, it is necessary to provide 

information about their sustainability performance, because the impacts of increasing 

their use are unknown, especially regarding the materials and technologies used [8]. 

For example, many studies have pointed out the need for government interventions to 

provide renewable energy sources to maximize the potential environmental benefits [2, 

13, 14, 22, 23] of EVs since the level of environmental benefits are highly dependent 

on the main source of electricity used as fuel for the EVs. 

Authors in [12] state that adopting these EVs in regions in which the energy matrix 

relies primarily on coal or oil could have worse environmental effects than internal 

combustion vehicles (ICV). Therefore, the development of policies to incentivize 

electric vehicles' adoption requires further analysis of the impacts. In that sense, 

reference [23] states that the decisions should be based on the sustainability assessment 

of the EV's entire life, from the raw material's extraction to its disposal. 

When evaluating the life cycle of a vehicle (cradle-to-grate), [1] realized that lithium 

batteries production (the most used in EVs) accounts for 13% of the energy 

consumption and 20% of GHG related to the vehicle [1]. Besides, the increase in the 

lithium use for batteries would lead to its depletion if no recycling program of lithium 

battery is established. From the social point of view, this paper's systematic review 

shows that cobalt as raw material for producing batteries might cause a political crisis 

in the countries that export it [as in 24].  

Section 4 will present how the papers about electric vehicles in sustainable supply 

chains are dealing with the environmental, social and economic concerns in their 

studies. 

3 Methodological Procedures 

To perform the review proposed in this paper, at first, we performed a generic search 

related to sustainable supply chain. We have not included any keyword related to 

electric vehicles since we decided to gather all the papers published about the subject 

and select our frame of analysis. By doing this, we reduced the error associated with 

the elimination of papers that could be related to the theme but does not use a specific 

keyword as its indexation terms.  
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In the approach adopted, we could select those papers that had any keyword related 

to electromobility among all the papers published. We believed that it was the widest 

procedure to review precisely the papers published in the selected database. Therefore, 

the parameters of the search are listed in Table 1. Web of Sciences (WoS) repository 

was chosen due to its satisfactory coverage, being used in papers with similar 

methodology as [25]. We highlight that the papers published in 2020 were not 

considered since it is the current year. 

Table 1: WoS database search description 

Criteria Description 

Topic TS = (“supply chain*” OR “supply network”) AND (“sustainab*”) 

Database Web of Science 

Refinement All areas of WoS until 2019. 

Search 20/03/2020 at 16:20 GMT-3 

Among the papers gathered, the only keywords related to electric vehicles or 

electromobility was: “electric vehicles”, “battery electric trucks” and “electrification of 

mobility”. Therefore, a systematic review of the papers indexed with at least one of 

these keywords was performed. 

4 Results and Discussion 

Performing the search described in Table 1, it was found 9.558 about sustainable supply 

chain. Thus, we identified 11,333 keywords related to those publications, highlighting: 

Sustainability (1118 records), Supply Chain (467), Supply Chain Management (382), 

Life cycle assessment (LCA) (276), Sustainable Supply Chain (SSC) (253), Sustainable 

Development (243), Sustainable supply chain management (158), Green Supply Chain 

Management (156), Circular Economy (CE) (127) and Closed-Loop Supply Chain 

(CLSC) (126). Note that none of them are directly indicating any kind of 

electromobility. 

As mentioned in the previous section, only three words directly related to 

electromobility were found: “electric vehicles” (with 22 records), “battery electric 

trucks” (1 paper) and “electrification of mobility” (1 paper). It suggests that the studies 

about sustainable supply chain published in the WoS database do not focus on electric 

vehicles, since only 24 papers among 9.558 study this subject. 

We performed a literature review of these papers and the main findings are presented 

in the following subsections. We provided a brief contextualization of the articles and 

the analysis was divided according to the study object, emphasizing if they adopt (or 

not) sustainability indicators. Therefore, Section 4.1 analysis the papers that have the 

battery as the main object of study, Section 4.2 evaluates those that are focused on the 

supply chain design and Section 4.3 presents the articles that compare the performance 

of EVs e ICEVs. 

Although papers [24] and [21] are listed among the papers found in the search, they 

are out of this search scope and, therefore, will not present in the tables. In [24], authors 

explore how the decision to exclude the use of Congolese cobalt in supply chains 
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interferes in the political stability and corruption in the Democratic Republic of Congo. 

Reference [21] focuses on policy strategies for the insertion of renewable energy 

sources in households in the north of the United Kingdom, considering the use of solar 

panels and electric vehicles.  

Besides, article [13] is not in the tables since it performs a literature review of 

lithium's supply chain dedicated to producing batteries for EV, identifying safety 

problems and the suppliers' risks. 

4.1 Battery as study object 

Only 5 of the 22 articles are dedicated to studying EV batteries (as presented in Table 

2). There is a more significant concern with battery disposal [17, 23], since the cathode 

material is harmful to the environment and human health [23]. Besides, it is responsible 

for 20% of the GHG emission, when considering EVs' life cycle [1]. Nevertheless, [8] 

is dedicated to the evaluation of the EVs’ charges. 

Reference [20] proposes a battery management model in which EVs’ users would 

be registered in a monitoring system. Instead of recharging their batteries, the users 

would go to a service point and exchange their discharged batteries for a charged one. 

The optimization model finds the shortest route to the service point. The authors also 

analyze the savings that this method would bring compared to fuel vehicles, about 

37.4% of the expenses. 

In [17] a model to compare two kinds of batteries' sustainable performance is 

proposed: nickel-manganese-cobalt (Li-NMC) and iron-phosphate (LiFeP) batteries. 

The results do not point to an explicit recommendation of which battery technology is 

the best, but have important insights: for example, Li-NMC batteries emit less GHG, 

while LiFeP batteries have more benefits in relation to natural resource depletion).  

[23] studies reverse logistics, especially the recycling process of EVs’ batteries. The 

authors analyze some scenarios (with penalties and/or governmental incentives) to 

evaluate how it would impact the manufacturers’ behavior regarding batteries' correct 

disposal.   

With a slightly different perspective, [26] aims to identify the risks to the electricity 

grid's operation and reliability that arise from the integration of transport and energy 

supply chains in the Netherlands. The results show that in densely populated areas, such 

as the city of Amsterdam, the additional demand for energy (from EVs) might exceed 

the capacity of the local network in the short term, due to the rapid adoption of EVs and 

old distribution network. 

4.2 Supply chain management as study object 

Among the 22 articles analyzed, eight are focused on supply chain management, as 

presented in Table 2. It is observed that although the EVs’ market has not achieved its 

production peak, there are studies concerned with the long-term risks of raw material 

supplies [1, 17, 23], mainly for batteries that must be replaced before their charging 

potential drops to 20% (approximately after eight years of use) [1 – 23].  

Among the supply chains studied, one of the papers is focused in the usage of 

biomass for generating bioelectricity [27] and others is dedicated to evaluating the risk 
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of disruption in the supply of the minerals used in the EV and ICEV production (as 

copper, nickel, zinc) [28, 29]. Reference [30] also, analyze the risks of raw material 

supply in the supply chain of EVs but include the forward flows (e.g., recycling).  

Authors in [14] study the design of the automotive supply chain (including EV and 

ICEV), with emphasis to long term planning to attend the 2030 Agenda considering the 

EV insertion in the fleet and [31] evaluates how governmental incentives might 

encourage the supply and the demand of EVs [31]. 

One of the articles studies the possibility of inserting EVs in a food supply chain, 

investigating if the local farmers are willing to use EVs to deliver the cargo to local 

producers [32]. 

A model to maximize profit related to the lithium batteries' remanufacture used in 

the EVs is proposed in [1]. The model deals with a closed-loop supply chain 

considering the quality levels of lithium-ion batteries in the decision to recycle it or not. 

Using the proposed model, a 30.93% increase in profit can be achieved if the 

remanufacturing infrastructure is integrated into the lithium-ion battery manufacturing 

network. 

4.3 Papers that compare the performance of EVs and ICEVs  

Table 2 shows that three papers compare the performance between the types of EV: 

Battery Electric Vehicles (BEV), Hybrid Electric Vehicles (HEV), Plug-In Hybrid 

Electric Vehicles (PHEV) and ICEVs, especially in relation to GHG emission/reduction 

and cost analysis. 

Authors in [12] make a comparative analysis of the three pillars of sustainability in 

relation to the use of BEV, PHV, HEV with ICEV. By introducing 10% of EVs in the 

fleet (individually), they found that: the BEVs have a higher potential for reducing the 

Global Warming Potential (GWP), achieving 12% while the HEVs and PHVs have 4% 

and 8%, respectively. On the other hand, the water consumption would increase by 1.3 

times due to the withdrawal of water for electricity generation, which is higher than 

ICEVs.  

[33] shows that all kinds of EVs would reduce CO2 emissions compared to ICEV 

(by petrol and diesel), but only if renewable energy sources were used to generate 

electricity for the EVs. Although HEVs do not have zero emission, this type of vehicle 

has a higher energy efficiency level. 

There is also one reference that studies the adoption of EVs in a taxi fleet in New 

York [34]. The findings show that adopting EVs only for fuel savings is not feasible 

due to the limited capacity of EVs' batteries under assessment. There would be 

questions related to recharge times and routes. The New York pilot project showed that 

the taxi driver would achieve a 10% reduction in his income because he had to refuse 

some trips when the battery level was low [34]. 
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Table 2: Main features of the analyzed papers regarding the role of electric vehicle in a sustainable approach 

Study 

object 
Paper Objective Environmental Social Economic 

Battery 

[8] Compare the energy consumption and GHG of four types 

of EVs chargers throughout the life cycle and assess the 

environmental impacts of future EV infrastructure. 

Energy consumption; 

GHG; GWP; Cumulative 

energy demand (CED) 

None None 

[20] Design an intelligent battery information management 

system (IBIS) for effective EV battery management. 
* None 

Fuel price compared to 

changing batteries 

[17] Develop a procedure to analyze the sustainability 

performance of an EV, with emphases in comparing two 

types of lithium-ion batteries: Li-NMC and LiFeP. 

GHG; Depletion of 

natural resources 

Social risks along supply 

chain (child and forced 

labor) 

Raw materials supply; 

Life cycle costs (LCC) 

for consumer; external 

costs for society 

[23] Investigate the socioeconomic and environmental impacts 

of recycling EV batteries under reward-penalty 

mechanisms. 

Recycling of materials; 

Environmental Benefit 
Social welfare Governmental incentives 

[26] Identify and analyze the risks to the operation of the 

electricity grid due to the insertion of electric vehicles in 

the transmission network. 

* None 

Risk of failure and 

reliability in the supply 

of the network 

Supply 

chain 

[1] 

 

Propose a model to maximize the profit of battery 

remanufacturing, considering the quality levels of lithium 

batteries. 

Depletion of natural 

resources; Recycling of 

materials 

None Profit 

[27] 

 

Propose a model to optimize the economic and 

environmental performance of a supply chain. 
GHG None 

Global net present value 

(NPV) 

[14] Address the long-term dynamics in the supply chain, 

along with the development of powertrain fleets by 2030. 

Equivalent carbon 

dioxide emission 
Unemployment number Costs of supply chain 

[28] 

 

Develop a MRIO-based life cycle assessment approach to 

estimate the material footprint of each vehicle alternative 

considering regional and global supply chains. 

Material footprint None None 
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[32] 

 

Explore the intention of entrepreneurs operating in the 

food supply chain to introduce EVs to deliver their 

products aiming at achieving sustainability. 

* None None 

Supply 

chain 

[31] 

 

Analyze the effects of government subsidies on a supply 

chain, considering an EV manufacturer and consumer. 
None Social welfare Demand impacts 

[30] Identify the risk factors of the EV supply chain and help 

related companies prevent risks. 
Environmental risks1  None 

Technical risk2 and 

market risk3  

[29] 

 

 

Propose model to quantify the product supply risk 

considering the Life Cycle Sustainable Assessment 

framework (the case study focus on EV and ICEVs). 

Impacts of Life Cycle 

Analysis (LCA) 

Supply chain resilience, 

socioeconomic and 

geopolitical risk 

Own indicator: 

economic  

importance (EI) 

EVs 

and 

ICEs 

[12] Evaluate and compare the impacts of electric and gasoline 

vehicles in the environmental, social and economic 

dimensions.  

GWP; Particulate Matter 

Formation; 

Photochemical Ozone 

Formation; Land use 

Human Health; Total 

Tax; Compensation; 

Employment 

Operating Surplus; 

Gross Domestic Product 

(GDP); LCC 

[33] Analyze the environmental benefits of EVs in relation to 

ICEVs; identify how the emission savings depend on the 

source of electricity and the efficiency of the plant.  

CO2 emission;  

Depletion of natural 

resources 

None 

Comparison with current 

and future EVs and 

ICEVs costs 

[34] 

 

Study the impact of adopting an EV fleet for taxicabs and 

the factors that might influence this adoption.  
* None 

Comparison of EVs and 

ICEVs costs 

[22] Present a study on the effectiveness of government 

subsidies for EV consumers and manufactures, finding the 

ideal subsidy to maximize social welfare. 

None Social welfare Demand impacts 

[35] Assess the performance of EV to support EV 

manufacturers and customers in their decision of produce 

or buy it, respectively. 

* None 

Operational 

characteristics of the 

vehicle (as price,battery) 

[36] 

 

Examine the impacts of governmental incentive schemes 

in EV adoption and in the consumer’s buying behavior. 
None Social welfare Demand impacts 

Note: (1) Risks of force majeure, air pollution, insufficient funds and change of government subsidy; (2) Node information sharing, product launch cycle and battery 

manufacturing risk; (3) Parts quality, inventory and product supply delay risk. 
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Besides, four papers in Table 2 compare the performance of different types of EVs. 

Among them, we highlight the [35]. Based on experts’ opinions (representatives of 

manufacturers, customers, researchers and academics), [35] raised a list of 22 criteria 

of performance for EVs. Besides, they performed an analysis of Pareto to identify the 

nine most significant criteria: price, battery capacity, torque, charging time, overall 

weight, seating capacity, driving range, top speed and acceleration. These criteria were 

used to feed the model proposed in FAHP-EVAMIX and evaluate the performance of 

12 types of EVs available in the market.  

4.4 Governmental subsidies 

Due to the initial stage of EVs’ insertion in the market, many gaps still need to be filled, 

such as low autonomy, high purchase price, long charging time and insufficient 

charging infrastructure [12 - 22]. Therefore, [22], [31] and [36] analyze the impact of a 

subsidy scheme on EVs’ demand and production.  

[22] analyzes the effectiveness of the government subsidy for manufacturers to 

migrate from ICEVs to EVs. The results show that an increase in government subsidies 

would not always increase the EVs production, since the cost of EV production is still 

higher than conventional vehicles. Consumer acceptance depends directly on the 

purchase price, available infrastructure, battery disposal and the need to change it. In 

contrast, when the subsidy is higher than a pre-defined limit, it becomes profitable for 

the manufacturer to enter the EV market, although EV production results in a decrease 

in the profits of ICEVs.  

To address these obstacles, countries like China have implemented several subsidies 

policies, credit taxes and infrastructure improvements to motivate consumers and new 

manufacturers to adopt/invest in this technology [22]. Similarly, [16] and [22] show 

that, since 2010, USA has offered a tax credit of $2,500 to $7,500 as an incentive to 

purchase PHEVs and BEVs. Besides, [36] present a discount scheme adopted in 

Romania and Spain (MOVELE plans): the governments offer a 25% discount rate on 

EV's purchase price. The UK government has also implemented a similar discount 

scheme since January 2011. 

[37] show that the USA federal, state and local governments have implemented, 

since 2000, a broad set of incentives to encourage consumer adoption of hybrid vehicle 

technologies, including credits and income tax deductions as well as exemption of state 

sales tax, registration fees, emissions testing, excise duties and parking [37]. 

It is important to highlight that although the mentioned papers showed that the 

government subsidies had attracted an increasing number of manufactures, there are 

still doubts about the impact of these subsidies in the demand. So, [22, 31, 36] 

performed scenarios analysis to evaluate the governmental subsidies' impact on the 

demand.  

As seen in Table 2, papers [22], [31] and [36] deal with the same “sustainability” 

indicators, investigating the impacts of governmental subsidies in social welfare and in 

demand and production of EV. However, none of them evaluates the environmental 

dimension. 
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4.5 Sustainability analysis 

Among the papers analyzed, only five papers evaluate and quantify at least one 

indicator of each sustainable pillars (economic, social and environmental). Concerning 

the environmental indicator, some papers of Table 2 are marked with "*", because they 

made only a theoretical investigation, highlighting the possible benefits of using EVs 

to the environment and people. 

From the 11 papers that quantify the environmental aspect, the indicators used the 

most are: GHG and/or CO2 emissions, raw material depletion, recycling of materials. 

From the eight papers that quantify the social aspect, the indicator evaluated the most 

is social welfare.  

Regarding the economic indicator, the indicators used the most in the 17 papers that 

deal with this dimension are: Impacts on demand, costs comparing ICEVs with EVs 

and risks of failure in supply chains. 

It the end, we emphasize that many countries have encouraged the use of EVs, setting 

goals for carbon reduction and the use of renewable energy sources [21], implementing 

incentives as subsidy and price discounts [22, 31, 36]. However, most of the papers 

investigated are dedicated to analyzing the environmental and economic impacts related 

to the EV insertion in the transport sector. Besides, even if EVs are claimed as a 

sustainable alternative, hardly ever the studies consider the three sustainability pillars 

[8].  

 

5 Final considerations 

Given the growing concerns about the environment and the scarcity of natural 

resources, many studies have pointed to EVs as an eco-friendly solution. These papers 

show that some countries in Europe have proposed government subsidies to attract 

more manufacturers and consumers to this market, as the MOVELE Spanish plan.  

Nevertheless, this paper showed that there is a gap when investigating the role of 

electric vehicles in sustainable supply chain. Only 22 among almost 9,000 papers 

published at the WoS database about sustainable supply chain deals with some aspect 

of electromobility (battery, vehicles and so on). It must be emphasize that: (i) transport 

is one of the main logistic activities that play an essential role whole in the supply chain 

[25]; (ii) there is increasing pressure for sustainable process and activities since Agenda 

2030 established goals and targets for achieving a sustainable living [38]; (iii) electric 

mobility is recognized as an important public policy aiming at reducing environmental 

impacts of transport sectors, as can be seen in [1, 12, 20, 27, 22]. 

Besides, this research also showed that although some studies claim to be about EVs 

in the context of sustainability, some of them do not analyze the three pillars of 

sustainability. Many of them are focused on the environmental aspects, studying 

material footprint, material depletion, life cycle and battery exchange management 

projects.  

In addition, the literature review arises that there are still doubts about the potential 

effects of inserting EVs in the transport sector, as there is no past data from purely 
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electrified vehicle fleets, but there are strong environmental advantages compared to 

conventional vehicles. 

As a limitation, the results found in this paper are limited by the methodological 

procedures adopted, specifically the keywords and the database. Besides, it is focused 

on the role of the electric vehicles in the supply chain, but a broader search must be 

interesting to evaluate the electromobility role from other standpoints. 

As suggestions, future studies might try to evaluate the electric vehicles’ role in the 

low carbon economy, approaching different kinds of vehicles and technologies, the 

optimal location of recharge stations, the management and planning of the transport 

sector and so on. 
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Abstract. The Spatial Data Infrastructures (SDI) can be defined as the set of data, 

technologies, policies, and institutional arrangements aimed at facilitating the 

availability and access to spatial information. These allow us to synthesize, cal-

culate, and analyze spatial data through interoperable web services. It is also the 

most effective way to have a distributed and flexible system based on standards 

(OGC, W3C & ISO) and open source technology. They consist of three compo-

nents: a data viewer (map viewer), a metadata catalog, a Toponym catalog. Local 

geographic information systems are available through Web Map Services 

(WMS), Catalog Service Web (CSW), and Web Feature Services (WFS). Geo-

graphical information is essential for mobility planning, management, and mon-

itoring. Indicators such as the number of vehicles per unit area, the concentration 

of gaseous emissions, or the resident population are basic geographic indicators 

for planning sustainable mobility. However, establishing good practices in the 

use of these protocols has not been successful in all countries, the objective of 

this paper is to establish the main points of trends and divergent aspects between 

the implementation of SDIs both in Europe and in Latin America used for this, 

the cases of Alentejo-Extremadura, Colombia and Cuba, mainly in intermediate 

cities, from a systematic review of the literature, which will allow finding future 

lines of study to strengthen the experiences between both regions. 

Keywords: Urban Mobility, Spatial Data Infrastructure, Latin America, 

Iberoamerica. 
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1 Spatial data infrastructure and urban mobility, 

backgrounds about its implementation in Ibero-

America. 

In the Iberian Peninsula, there are various processes for the implementation of spatial 

data infrastructures at national (i.e Portugal [1] and Spain [2]), regional (i.e. Extrema-

dura [3]), and local levels (i.e. Sevilla [4]). These SDI are mainly oriented to the sys-

tematization of territorial information, to generate the necessary knowledge to develop 

several studies to support decision-making. These are supported by robust regulations 

arising from the European Union, like the INSPIRE Directive 2007/2/EC [5] and the 

preferential use of standards data formats to exchange information. These information 

systems, technologies, and policies to share data, offer an important source of experi-

ence that by contrasting them to Latin America (LA), allows establishing common 

ground and challenges. 

In order to be accurate about geographical context, this paper proposes as an initial 

case study one particular case of cross border SDI between Portugal and Spain. This 

project called OTALEX C [6] is the Territorial and Environmental Observatory of the 

cross-border region composed by Alentejo and Centro regions of Portugal and the Ex-

tremadura region of Spain. It was built on the cooperation of several locals, regional, 

and national entities of Portugal and Spain to monitor and analyses the territorial, envi-

ronmental changes and human pressures on both sides of the Spanish-Portuguese bor-

der, covering about 92.200 km2 [7]. 

Among the several results achieved, highlights the compatibility of cartography with 

the creation of common cross border continuous cartography [8], indicators [9], and the 

creation of the first cross border in 2007, non-pilot, multilingual, SDI between contig-

uous Portuguese (Alentejo and Centro) and Spanish (Extremadura) regions IDE-

OTALEX  [10]. This was developed in open source technology, using standards and 

the guidelines of INSPIRE EU Directive Among the several research developed it was 

created an indicator system – SIOTALEX, composed by more than 60 indicators (ter-

ritorial, environmental, social and economic), which permitted to understand better the 

dynamic of these three regions. Although it was built with a broader purpose of char-

acterizing the different pillars of sustainability in a territory, IDE-OTALEX integrates 

several important information related to accessibility and mobility like road and train 

networks, human settlements (villages and cities), with human density, socioeconomic 

indicators: total population, population by ages, education level, income per capita, 

localization of services and equipment’s (schools, public services, hospitals); which 

allow the development of accessibility studies and several others in the context of sus-

tainable development [11] [12] [13]. 

 

This step was the first to share information for the sustainable development of this 

area. The results lead to the publication of several result books among them the Alentejo 

Extremadura ATLAS and the Alentejo Centro Extremadura ATLAS [14] [15]. 

In contrast in Latin America, most of the data required for urban mobility planning 

and management are captured and managed in several ways by central and local gov-

ernments like in Europe case, but the main difference is there is not a regional entity 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 393

ISBN 978-9930-541-79-1



that provides guidelines that homogenous the generation and exchange of information 

through SDI, however, the most recent IDB report [16, pp. 47–48] about open data, 

offers a panoramic look at the situation in Latin America and the first comparison with 

various regions of the planet, through its proposal of four indicators for assessing the 

global open data situation, these are: (1) the Open Data Barometer (ODB); (2) the 

Global Open Data Index (GODI); (2) the Open Data Inventory (ODIN); (4) and the 

OECD OURdata Index [16]. 

 

 

Fig. 1. Open data indicator contrast between Latina America (LA) and Europe (EU)* 

Source: Edited from the original version [16, p. 49] 

 

As can be seen in Fig .1, all AL indicators are always below the European indicators. 

Moreover, Vilches and Ballari advise [17] about the heterogeneity of the situation 

within AL in contrast to the strongest block that is Europe1, this result of assuming more 

rigorously standards such as the INSPIRE initiative, ISO 19100, and ISO 19115 of Eu-

rope in contrast to LA. However, in both studies, it stands out Mexico, Brazil, Chile, 

and Colombia that are well above the average of the LA region. Examples of imple-

mentation of SDI for urban mobility such as the implemented in Chile can be a highlight 

in the first instance, but a specific case in Concepción de Chile that, while considering 

aspects of data collection protocols, it uses SDI at the national level to enhance the 

functioning of the local SDI [18]. 

1  The IDB report cited above put together European and Central Asia countries. 
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After this brief outline of the SDI situation among Iberian countries and LA, it would 

be possible to specify in more detail the comparison between the two (2) regions situa-

tion regarding the use of SDI in urban mobility? Is it possible to identify continuities, 

adaptations, and ruptures between these regions concerning the practice of implement-

ing SDIs? To what extent is the implementation of SDI for urban mobility in the context 

of LA can be fed by the EU experience? And which of those EU experience elements 

can be suitable for the AL situation? 

2 State of the art 

Similar to other types of services, users of transport systems are eager for infor-

mation, before, during, and after use, which has generated a whole information man-

agement process and has proven to be a strategic advantage in improving the efficiency 

of public transport systems [19]. Becoming a profitable investment, the use of quality 

integrated information systems has positive impacts on the demand for transport sys-

tems.  

According to Vasconcellos [20], to ensure sustainable and equitable urban manage-

ment and mobility in LA and the Caribbean, it is necessary to analyze the different uses 

of transport modes, their impacts, and the conditions of public policies and organiza-

tions, among others, depending on the country where they are implemented. Where 

public policies must be "clear, coherent and continuous" (p.9). This means that they 

must remain in time, adapting to changes and new user needs. 

UNDP 2019 Human Development Report [21]  states, despite achievements in the 

fight against poverty, hunger, and inequalities, a new gap is opening up for future gen-

erations. This is based on two (2) radical transformations, climate change, and techno-

logical transformations, which must be planned at present to break the existing trend. 

Technological ones include those that support urban mobility and could serve its proper 

management and planning. From here the importance of studies that seek, among other 

purposes, the transfer of results between two (2) regions with differentiated technolog-

ical characteristics in urban mobility: LA vs Spain and Portugal. This comparison al-

lows for obtaining the similarities and differences of the SDI (both technological and 

government action, in terms of urban mobility) and establishes best practices for their 

management and planning.  

Technologies impact people and their displacement, but it is also these technologies 

that allow recording these dynamics so it is necessary to establish the policies that will 

allow these technologies to be approved in such a way that the information they produce 

is useful for their analysis. Hence, these two (2) levels of categorization of the technol-

ogies used were established to achieve the comparison of the SDI, i.e. type of technol-

ogy used and data-sharing policy. This will reduce the bias of analyzing the information 

in the selected document set. 

 

The second categorization corresponds to the urban mobility approaches used to im-

plement SDI, in addition to a brief description of the types of cities and the technology 

used to develop establish the SDI, and the transport guiding institution is also incorpo-

rated as relevant data to identify whether it is a local or central government that takes 
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the initiative and in this way contrast the progress of decentralization especially in LA; 

and overall because are these institution that defines the policies to exchange data, fi-

nally, general characteristics of the urban transport system (presence of systems meters, 

BRT, railways, trams or trolleybuses) and the city (metropolitan area or type, among 

others). 

To better understand the concepts exposed about the diversity of the SDI imple-

mented in the study areas and their relation with urban mobility data requirements it 

was established the following variable to analyze: 1) the overall application of SDI 

concept; 2)types of data shared; 3) technology used; 4) data sharing policies; 5) type of 

institution that share the data; 6) urban mobility focus; 7) type of cities involved; 8) 

transport authority and 9) main characteristics of the city and transport systems.  

These variables can be utilized to develop a systematic literature review of the im-

plementation of SDI that supports urban mobility to become more sustainable, equita-

ble, and inclusive, and so identify points of trends and divergent aspects in these cases 

of study.  

3 Methodology 

It is appropriate to emphasize that a comparative case study methodology is used in 

an exploratory manner between two (2) regions: the Iberian Peninsula and AL through 

a systematic literature review. It is emphasized that these regions are diverse in terms 

of population, type of cities, and a wide diversity of transport systems focused on sus-

tainable mobility. 

Moreover it important to define this study as a descriptive study, which is based on 

identifying relevant properties of groups, communities, people, and other elements such 

as technology, conceptual approaches, participating institutions, subject to the research 

approach, allowing to evaluate aspects or different dimensions of the event under study 

[22]. In this case, the variables have been defined in the previous section, and in the 

subsequent paragraphs, the methodology design will be presented. 

The steps considered in this study as a research procedure, as well as the identifica-

tion of data collection sources are as follows: 

Exploratory study cases from two regions such as the Iberian Peninsula and AL 

through a Systematic Literature Review to obtain an analysis in the two main categories 

in question. 

Regarding the concept of SDI. , how data is shared, the type of technology to be 

used in IDEs, whether there is evidence of policies to share data, and those character-

istics of institutions involved in IDE participation or as a secondary information provi-

sion, all set out in Table 1. 

Table 1. Analysis categories for SDI in selected cases 

 Author & 

Year 

SDI Concept Data charac-

teristics to 

share 

Technology 

type 

Policy to 

share data 

Characteris-

tics of partic-

ipant institu-

tions  
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Concerning Urban Mobility. , the approach of urban mobility is detailed, the city(s) 

involved in the systematic study, the type of technology used to get and manage the 

data, Identify main characteristics of the transport governing institution in the city under 

study, and the general characteristics of the city and the existing transport system. This 

information is reflected in Table 2. 

Table 2. Analysis categories for urban mobility approach in selected cases. 

Author & 

year 

Urban Mo-

bility ap-

proach 

Type of cities 

studied. 

Technol-

ogy Type 

Institution re-

sponsible for 

transport 

General features 

of the city and 

transport system 

 

 

To obtain the scientific papers, a guide to doing the same search on Ebsco-host was 

accorded between the research team.  “Urban mobility”, “SDI”, “Transport”, “Spatial 

Data Infrastructure” were the keywords. Each member of the team selects two or three 

scientific papers in the first ten pages of the results, then it is proceeded to share that 

paper with the team to avoid duplicates and starting to fill table 1 and Table 2. It is 

important to mention that the papers wrote in Spanish or the English language was 

admitted. 

 

After filling the Tables 1 and 2 it was procced to union results of each member in 

only one matrix that is shown in table 3. 

 

Once the literature review was organized in Table 3 a Delphi technique [23] is de-

veloped with a group of members of the research team composed of the RITMUS2 

network. This technic organizes each idea of the research team members and establishes 

a very interesting consensus dynamic about the deducted results of the contingency 

matrix composed by the preliminary results of Table 1 and Table 2 as mentioned ini-

tially.  

 

The Systematization of the summaries of papers under review and de transdiscipli-

nary discussion allowing to identify in this exploratory study the trends and contrasts 

of the implementation of SDI to develop an analysis of results and discussion in order 

to improve urban mobility.

2 Red Iberoamericana de Transporte y Movilidad Urbana Sostenible (RITMUS) is a research 

network funded by Ibeoramerican Program of technology and research. (CYTED)  
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Table 3. Data analysis contingency matrix 

Author & 

year 

SDI concept Data char-

acteristics 

to share   

Type of 

Technology 

Policy to 

share data 

Characteristics of 

participants insti-

tutions 

Urban mo-

bility scope 

Type of 

cities 

studied 

Institution 

responsi-

ble for 

transport  

General features of the 

city and transport system 

Díaz-Muñoz, 

Cantergiani, 

Salado-García, 

Rojas-Que-

zada, Gutié-

rrez-Martínez, 

2007 [24] 

Do not mention 

the concept of 

SDI but of GIS 

to provide pre-

cision in geo-

spatial infor-

mation. 

Provide mo-

bility infor-

mation 

based on in-

dicators and 

correlation 

matrix. 

GIS, Mobil-

ity Indica-

tors. 

No data sharing 

policy 

Institute of Statis-

tics of the Commu-

nity of Madrid for 

access to digital 

cartography and 

demographic data; 

Regional Transport 

Consortium which 

offers Intra and in-

ter Cuban transport 

zona maps. 

Mobility pat-

terns, public 

transport sys-

tem, urban 

model. 

Interme-

diate city, 

Alcalá de 

Henares 

(Spain) 

Madrid Re-

gional 

Transport 

Consor-

tium.  

The city with building typol-

ogy of blocks, residential in 

open order, neighborhoods. 

The transport signals the 

railway and urban public.  

J. Castillo and 

D. Grajales, 

2012[25] 

Public infor-

mation access 

tool to improve 

citizen partici-

pation.  

Multiple 

sources, 

government 

offices, 

transport op-

erations, and 

users.  

Integration 

between 

IDE’s, GIS, 

and mobile 

devices. 

Management 

of IDE's that 

integrate in-

formation 

from multiple 

databases and 

users with rel-

evant infor-

mation for 

daily mobility  

Cadaster, Ministry 

of Mobility.  
Intermodal 

urban mobil-

ity and public 

participation. 

Metropo-

lis, Bo-

gotá (Co-

lombia) 

Ministry of 

Mobility of 

the central 

district. 

A diverse metropolis with 

sophisticated urban planning, 

BRT mass transport is articu-

lated with non-motorized 

mobility and plans for other 

modalities. 
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Author & 

year 

SDI concept Data char-

acteristics 

to share   

Type of 

Technology 

Policy to 

share data 

Characteristics of 

participants insti-

tutions 

Urban mo-

bility scope 

Type of 

cities 

studied 

Institution 

responsi-

ble for 

transport  

General features of the 

city and transport system 

Sánchez-An-

sola, Sánchez-

Jimenez & Ar-

mas-García, 

2013[26] 

Tools that sup-

port 

society infor-

mation, deci-

sions, and 

problem-solv-

ing 

from spatial 

data. 

Free data-

base ser-

vices like 

Open Street 

Map. 

GIS and spa-

tial database 

managers: 

Oracle, Post-

greSQL, 

SQLLite, 

ArcGIS. 

There are no 

sharing poli-

cies and it is 

exposed that 

the data struc-

ture makes in-

teroperability 

difficult even 

with software 

such as QGIS 

or ArcGIS. 

The private com-

pany provides data 

collection and anal-

ysis services. 

Focused on 

road infra-

structure and 

private vehi-

cles.  

Interme-

diate city, 

, La Ha-

bana 

(Cuba) 

There is no 

reference to 

the govern-

ing institu-

tion of 

transport. 

A city with road infrastruc-

ture and transport systems is 

limited mainly to conven-

tional bus transport. 

Aubrecht, C., 

Özceylan Au-

brecht, D., Un-

gar, J., Freire, 

S., & Steinno-

cher, K., 2017 

[27]  

The IDE con-

cept is not 

used, the analy-

sis is based on 

retrieving data 

from social net-

works to deter-

mine patterns 

of individual 

activity. 

Data volun-

tarily shared 

by social 

network us-

ers.  

Volunteered 

Geo- Dy-

namic Infor-

mation 

(VGDI) was 

applied to 

explain the 

variations in 

space-time 

human activ-

ity.  

There is no 

data sharing 

policy, only 

application re-

quirements 

and re-

strictions to 

extract data. 

Social networks 

developing compa-

nies. 

 

Determina-

tion of activ-

ity patterns 

on land uses. 

Metropol

i, Lisbon 

(Portu-

gal) 

There is no 

reference to 

the institu-

tion re-

sponsible 

for 

transport 

A robust transport system in-

cluding metro, streetcars, 

and bus  

Calvo-Poyo, 

Moya-Gómez, 

García-Palo-

mares, 

The concept of 

GIS is used in-

stead of  SDI. It 

integrates data 

collection, cal-

culation of 

Maps to vis-

ualize 

changes in 

accessibility 

and indica-

tors to 

GIS, Acces-

sibility Indi-

cators. 

There are no 

policies for 

sharing data. 

Ministry of Devel-

opment and Hous-

ing of the Andalu-

cía Board for the 

planning and eval-

uation of the 

Transport in-

frastructures 

in peripheral 

regions to 

Andalu-

cía City 

(Spain-

territorial 

study) 

There is no 

reference to 

the institu-

tion re-

sponsible 

Andalucía is a peripheral re-

gion of Spain with an extra-

urban bus system.  
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Author & 

year 

SDI concept Data char-

acteristics 

to share   

Type of 

Technology 

Policy to 

share data 

Characteristics of 

participants insti-

tutions 

Urban mo-

bility scope 

Type of 

cities 

studied 

Institution 

responsi-

ble for 

transport  

General features of the 

city and transport system 

Gutiérrez-Pue-

bla, 2018[28] 

indicators, and 

cartographic 

representation. 

improve ef-

ficiency and 

equity. 

territorial impacts 

on road transport. 
improve ac-

cessibility. 

for 

transport 

Montoya, Es-

cobar & 

Moncada, 

2019[29] 

The IDE allows 

a more detailed 

analysis of land 

use planning, 

mobility, land 

use, and opera-

tions. 

Data man-

aged by the 

municipal 

administra-

tion. 

ArcMap, Mi-

crosoft Ex-

cel, Trans-

Cad 

They do not 

indicate poli-

cies for shar-

ing data. 

Quibdó Mayor's 

Office, in charge of 

public administra-

tion and establish-

ment of plans in 

the city. 

A direct rela-

tionship be-

tween the 

uses and ar-

ticulation of 

soils and the 

location of 

current and 

future equip-

ment in a 

transporta-

tion system. 

Quibdó 

(Colom-

bia) 

There is no 

reference to 

the institu-

tion re-

sponsible 

for 

transport 

Functional city, central city, 

and dependence on its envi-

ronment. The mode of 

transport most used by the 

population is the motorcycle. 
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3.1 Trends 

The levels of territory, institutions, and scale of cities. As can be seen in Table 3, LA 

like EU regions has been developed SDI in a different level of territorial scale and dif-

ferent levels of the institution (i.e. local and central governments) this is an interesting 

trend among those region, but those scale in the LA case do not have the integration 

between different levels and territories like EU. In this case, a bottom-up process to get 

aligned with those SDI is probably the most appropriate way to follow. Chiefly when 

to assess and forecast analysis of urban mobility is need to be compared with different 

cities and region. 

Citizen participation to generate and share data. According to Ronzhin et al. [30], 

the need for geospatial data integration across national borders [and into the cities too] 

raises questions about how to overcome technical and organizational barriers between 

national mapping agencies. This is because the first efforts used heterogeneous tech-

nologies and developed a certain culture among users, which has changed over time. 

That is why the technical capabilities of the user community along with the way data is 

provided from a technical perspective is crucial for the potential (re) usability of data 

at any level. In LA this is a huge challenge because there is a digital gap as have been 

mentioned above. In contrast, the EU has an important issue about the normative that 

control that process.  

The extended use of Geographical Information Systems open source version. Not 

only how people share their information is been influenced by open data, but the way 

that data is also managed too. There is an economic and financial reason to take that 

way, but it is a way to link with similar initiatives that are looking to improve urban 

mobility especially in developing countries. 

 Improve accessibility instead of managing the congestion. As can be seen in the 

literature review the paradigm of manage the congestion does not appear, instead of 

improving the accessibility is the main objective in different researches and projects, 

this is a continuity in both regions, it is possible because the accessibility measure is a 

complex activity that requires an exhaustive and high data quality in order to conduct 

the best way to measure this important indicator of sustainable urban mobility (i.e. in-

frastructure-oriented, person-oriented, utility-oriented and so on [31]) 

Measure the level of sustainability of urban transport systems. Different initiatives 

try to build indicators to measure the sustainability of the public transport system, which 

is another trend that identifies the change of paradigm which puts at the top the public 

transit instead of private vehicle use. 

The absence of a smart mobility concept. Here there is an interesting finding that is 

necessary to confirm with other deepest research process, but it seems that the smart 

mobility concept is not the engine that moves the digitalization process of urban mo-

bility, rather there is a basic necessity to assess the progress of implementation of pro-

jects and policies, more than become in technologies services by itself. Probably the 

huge diversity of concepts about Smart Mobility, i.e. Albino cited by Uteng et al. [32, 

p. 65] identify 26 definition concepts about Smart Mobility, and a compromising with 

a privative software can be several of answers in this interesting trend. 
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3.2 Divergences 

 

The region guideline. Although it is obvious the sturdiness of European Union spec-

ify the INSPIRE initiative give to the European countries there are not reference in the 

case of LA, but this divergence can be straightness because the different initiatives of 

SDIs implementation have been built considering the specifics necessities of each LA 

countries, here there is an interesting line of research in order to give a key step to start 

a bottom-up process that gives to LA a  policy and technical aspects that guide to de-

velop a Latin America Structure of Spatial Data. 

The cross-border initiative. There is not registered initiative in LA like different pro-

jects of cross-border SDI like Alentejo -Extremadura for instance. Nonetheless, the 

cross-border initiative SDI projects in LA should be seen as an opportunity to build an 

SDI project implementation that outlined step by step a more widely SDI implementa-

tion project at a regional level.  

4 Final remarks 

Although the EU is well supported in data sharing legislation and standards imple-

mentation there is still a need to promote cooperation between institutions at the differ-

ent levels of administration. Sustainable mobility needs this cooperation, among not 

only public administration but also with private transport enterprises and operators. 

This is a trend also with AL, where this gap of cooperation between organizations can 

be highlighted. 

Another final remark to add is that in LA and, in general in developing countries the 

coverage of internet services, access to a smartphone and, the reduced digital literacy 

[32] is a reality,  the role of governments to encourage the SDI’s establishment is fun-

damental but to obtain better results is necessary to promote interaction between SDI 

and people that could be beneficiaries, for instance, information and communication 

technologies can readily permit the capture and harnessing of physical access data for 

transport and travel systems which would better service to the people with limited phys-

ical mobility[33] but this only is possible if the gap former mentioned it is reduced. 
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Abstract. This article presents a system developed for the collection
and analysis of traffic data obtained from traffic camera videos using
computational intelligence. The proposed system is developed using the
modern object detection library Detectron2. A pipeline-type architecture
is used for frame processing, where each step is an independent, config-
urable functional module, loosely coupled to the others. The validation
of the proposed system is performed on real scenarios in Montevideo,
Uruguay, under different conditions (daylight, nightlight, and different
video qualities). Results demonstrate the effectiveness of the system in
the considered scenarios.

Keywords: computational intelligence; neural networks; traffic data;
smart cities

1 Introduction

The growth of cities and traffic density have led to an increased demand for
surveillance systems capable of automating traffic monitoring and analysis. The
main goal of these automatic systems is to aid or even remove the human labor for
vision based tasks that can be performed by a computer, providing regulators and
authorities the ability to respond quickly to diverse traffic issues and situations.

Tasks such as vehicle counting and infraction detection are of great im-
portance for Intelligent Transportation Systems [23]. Recently, computer vision
based detection and counting algorithms [22] have shown to be more effective
and outperform traditional traffic surveillance methods, such as methods using
different kinds of sensors [12]. However, there are still many challenges and open
issues in computer vision based vehicle detection and counting processes, caused
by illumination variation, shadows, occlusion, and other phenomena.

In this line of work, this article presents a system applying computational
intelligence (based on Artificial Neural Networks, ANN) to solve traffic analysis
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problems using video recordings provided by surveillance cameras. The problems
solved include vehicle detection, counting, classification, tracking, and detection
of different types of traffic offenses, such as red light intersection crossing and
parking vehicles in not allowed zones. The validation of the proposed system is
developed using real traffic videos from the city of Montevideo, Uruguay.

The main contributions of the reserch reported in this article include: i) a
methodology for the design of traffic analysis software systems using videos; ii)
specific implementations of vehicle detection, counting, classification and track-
ing methods, and iii) the validation of the proposed methods on real scenarios.

The article is structured as follows. Section 2 presents a background on com-
putational intelligence for image analysis. A review of the main related work is
presented in Section 3. The technical aspects of the solution, including the pro-
posed architecture, modules, and supporting libraries are described in Section 4.
The experimental validation is reported and results are discussed in Section 5.
Finally, Section 6 presents the conclusions and the main lines of future work.

2 Computational intelligence for image analysis

This section describes the main concepts about the analysis of traffic data using
computational intelligence.

2.1 Detection

One of the fundamental problems in computer vision is the task of assigning a
label from a fixed set of categories to an input image. This task is known as
image classification and is divided into tree subtasks: segmentation, location,
and detection.

The goal of semantic segmentation is to obtain a category for each pixel given
an input image. It does not differentiate instances of the same object because
each pixel in the image is classified independently. The classification and location
task consists of classifying an image with a label that describes an object and
drawing the box within the image around the object. The output in this task
are a label that identifies an object and a box that indicates where that object
is located. Object detection takes as input a set of categories of interest and
an image. The goal of this task is to draw a box around each one of these
categories, each time they appear in the image, and also predict the category.
This problem is different from classification and localization since there can be
a variable number of outputs for each input image.

Another task to consider is instance segmentation. Given an input image, this
task seeks to predict the locations and identities of the objects in that image.
Additionally, instead of simply predicting a region for each of those objects,
this task seeks to predict a segmentation mask for each of those objects and to
predict which pixels in the image correspond to each object instance.

In the last few years, computational intelligence and deep learning have led
to successful results on a variety of problems, including image classification.
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Among different types of deep ANNs, Convolutional neural networks (CNN)
have been extensively studied [8]. CNNs assume that the input to be classified is
an image. This assumption allows the network to be more efficient and to design
architectures that greatly reduce the number of network parameters.

Solving the object detection problem involves determining all the regions
where objects to be classified can be located. Given an input image, a Region
Proposal Network (RPN) uses signal processing techniques to create a list of
proposed regions in which an object can exist. This architecture class is named
R-CNN. Given an input image, an RPN is executed to obtain the proposals,
also called Regions of Interest (RoI). The main drawback of this approach is its
very high computational demands. In practice, the network training is slow and
needs significant memory. Fast R-CNN was proposed to mitigate these problems,
working in a similar way to R-CNN. In terms of speed, Fast R-CNN has proven
to be nine times faster than CNN in training time [7]. However, the computa-
tion time is dominated by the calculation of the RoI, which turns out to be a
bottleneck. This last problem is solved in Faster R-CNN [17].

Finally, one of the most recent methods to solve the instance segmentation
task is the Mask R-CNN architecture. Similarly to Faster R-CNN, this method
follows a multi-stage processing approach. It receives the complete image, which
is executed through a convolutional network and a learned RPN. Once the RoIs
are learned, they are projected onto the convolutional vector. Then, instead of
simply performing the classification and the regression of the regions of each RoI,
the method additionally predicts a segmentation mask for each region, solving
a semantic segmentation problem within each of the regions proposed by the
RPN. The RoI is finally wrapped to the proper shape.

2.2 Tracking

Object tracking consists in the process of accurately estimating the state of
an object -position,identity,configuration- over time from observations [14], thus
generating a trajectory given by the position of the object in each frame. When
several objects are located at the same time, the problem is called Multiple
Object Tracking. In this scenario, the difficulty of the task increases considerably
due to the occlusion generated by the interaction of the objects, which in turn
may have similar appearances. On the other hand, conditions such as the speed
at which the objects move, the lighting or that these change their appearance
depending on the position, require that the tracking system must be robust,
maintaining the object identifier in such situations.

In classical tracking methods, object features are extracted in each frame and
used to search for the same object in subsequent frames [25]. This causes errors
to accumulate in the process and if occlusion or frame skipping occurs, tracking
fails because of the rapid change of appearance features in local windows. Thus,
modern tracking methods apply two steps: object detection and data associa-
tion. First, objects are detected in each frame of the sequence and then, detected
objects are matched across frames. This paradigm is called tracking by detec-
tion [10] and it relies on the performance of the detection algorithm. Detected
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objects are matched across frames using different approaches, including optical
flow with mean shift of color signature, Earth mover’s distance to compare color
distributions, fragment-based features, and computational intelligence.

Another simple but effective method based on the tracking by detection
approach is Intersection Over Union (IOU) [2]. This method requires a detection
algorithm with a high rate of true positive results, as a detection is expected in
each frame for each object to be tracked. It is also assumed that the detection
of the same object in two consecutive frames present a great overlap of the
intersection over the union (defined in Eq. 1), which is common for videos that
present a high refresh rate.

IOU(a, b) =
Area(a) ∩Area(b)

Area(a) ∪Area(b)
(1)

The advantage of the IoU method, in addition to its simplicity, is that it has
lower computational cost than other methods. IoU can be integrated on other
methods to achieve a more robust and accurate monitoring

3 Related work

Several articles have proposed automated systems for the analysis of traffic data
applying image processing and computational intelligence techniques. The most
related to the research reported in this article are reviewed next.

Zhou et al. [28] studied the vehicle detection and classification problem ap-
plying deep neural networks. The You Only Look Once (YOLO) architecture
was used for vehicles detection and post-processing was performed to eliminate
invalid results. The Alexnet architecture was applied for classification, feature
extraction, and fine-tuning. The YOLO network obtained similar precision than
a Deformable Parts Model, while the Alexnet network using Support Vector
Machines (SVM) outperformed other methods such as Principal Component
Analysis and Absolute Difference in a public dataset.

Uy et al. [20] studied methods for identifying traffic offenses using genetic
algorithms (GA) and the recognition of offenders through ANN. GA were applied
to detect vehicles obstructing pedestrian crossings and to identify the location
of license plates in images, while a ANN is used to recognize the license plate
number. The license plates recognition accuracy was high (91.6% on 47 test
images), but some license plates were not properly located due to the vehicle
position respect to the camera. Zhang et al. [26] applied a Fully CNN with Long
Short Term Memory for the the vehicles counting problem. Compared to the
state of the art, the proposed ANN architecture reduced the mean absolute error
(MAE) from 2.74 to 1.53 on the WebCamT annotated dataset and from 5.31 to
4.21 on the TRANCOS dataset. In addition, the training time was accelerated
by up to 5 times. However, the proposed ANN was not capable of handling long
periods of information due to the large amount of memory required.

Dey et al. [5] applied CNN in a System-On-a-Programmable-Chip to analyze
and categorize traffic, including the quality-of-experience variable to improve

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 409

ISBN 978-9930-541-79-1



Computational intelligence for analysis of traffic data 5

predictions. A combination of transfer learning with re-training CNN models,
allowed improving the prediction accuracy. Arinaldi et al. [1] applied computer
vision techniques to automatically collect traffic statistics using Mixture of Gaus-
sian (MoG) and Faster Recurrent CNN. Training and validation were developed
on Indonesian road videos and a public dataset from MIT. Faster Recurrent
CNN was best suited for detecting and classifying moving vehicles in a dynamic
traffic scene, since MoG was weak for separating overlapping vehicles.

Chauhan et al. [3] studied CNN or real-time traffic analysis on Delhi, India.
A YOLO network was used, pre-trained on the MS-COCO dataset and fitted
with annotated datasets. The best trained model achieved a performance of 65–
75% mean average precision, depending on the camera position and the vehicle
class. This article provides the expected performance of YOLO models optimized
using annotated data. The recent article by Zheng et al. [27] proposed TASP-
CNN for predictinig the severity of traffic accidents, considering relationships
between accident features. The proposed method was successfully adapted to
the representation of traffic accident severity features and deeper correlations of
accident data. The performance of TASP-CNN was better than previous models
when evaluated using data from an eight years period.

Our research group has developed research on detection on pedestrian move-
ment patterns applying computational intelligence [4]. A flexible system was
developed to process multiple image and video sources in real time applying a
pipes and filters architecture to address different subproblems. The proposed
system has two main stages: extracting relevant features of the input images,
by applying image processing and object tracking, and patterns detection. The
experimental analysis of the system was performed over more than 1450 problem
instances, using PETS09-S2L1 videos and the results were compared with part
of the MOTChallenge benchmark results. Results indicate that the proposed
system is competitive, yet simpler, than other similar software methods.

4 The proposed system for traffic data analysis

This section presents the implemented system for traffic data analysis, describing
the function of each module and the input and output parameters.

4.1 Overall description

The proposed approach is based on a modular architecture that implements an
image processing pipeline [6]. The pipeline executes a set of tasks over input
images (e.g., translation/rotation, resizing, etc.) to extract useful features. The
modular architecture allowed for a progressive development process, starting
from a few general modules and incorporating specific modules for relevant data.

Fig. 1 shows the final architecture of the pipeline for traffic video analysis,
consisting of twelve modules. The pipeline has 40 parameters that allow control-
ling different aspects of the processing in each module.
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Fig. 1: The proposed pipeline for traffic video análisis

Four main stages are identified: i) video capture, object detection and track-
ing (in green in Fig. 1), detection data analysis (in orange), results visualization
(in blue), results storage (in red). They are described in the following subsections.

4.2 Video capture and object detection

The goal of video capture is producing the frames used in the pipeline. A video
stream (e.g., a local file or a webcam) is captured by a fast method using multi-
threading parallel computing to read the video frames, using OpenCV utilities.
Video capture initialize the cumulative data transfer object (DTO), used by all
modules to read and write data, and stores several fields in the DTO, including
frame number, image object, and annotations.

Then, the object detection process each frame to produce a bounding box,
mask, score and class of the detected objects. This module is based on Detec-
tron2 framework by Facebook [21], whose modular design allows using different
state-of-the-art detection algorithms, such as Faster R-CNN, Mask R-CNN, or
RetinaNet. The implemented module uses both synchronous and asynchronous
detection, and adds different functionalities on top of the detection framework
such as the possibility of defining regions of interest for the detection or filtering
the classes of the detected objects. The output of the detection module is con-
verted to the standard format used by the rest of the pipeline, so it might be
replaced by other detection module without affecting the other modules in the
pipeline. The output can contain bounding boxes or instance segmentation. The
rest of the pipeline is compatible with both type of outputs and can take advan-
tage of instance segmentation when available to compute more precise results
when analyzing patterns.
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4.3 Detection data analysis

Detection analysis includes five modules to extract information from data gen-
erated by previous modules in the pipeline.

The speed calculation module computes an estimation of the average speed
of each detected object in recent frames, in pixels per frame (PPF) or pixels
per second (PPS). The system stores the position of the center of each detected
object in the last n frames (n is a parameter) and so the speed is given by the
Euclidean norm of the first and last stored positions.

Detection count requires defining one or more counting lines on the video
image. Based on a structure that keeps each detected vehicle as an object with
several identifying properties, the counting module analyzes the vehicles that
overlap with the counting lines. This analysis considers the intersection of the
polygon of the mask or box with respect to the defined lines as an input param-
eter. If an overlapping is found, the vehicle information is updated with the lines
it overlapped and the frame number in which it did so.

With control lines analysis it is possible to define a relationship between two
lines, meaning that a vehicle should not cross both as doing so would be consider
an infraction. This allows detecting different types of infractions that involves a
vehicle circulating in a no-driving zone, e.g., a wrong turn or lane change near
a corner. This module uses detected bounding boxes or masks to recognize if a
vehicle overlaps with both lines in the relationship through the video.

The red light runs analysis module detect driving offenses of failing to comply
with red light signal. The region where each semaphore is located is defined as
an input parameter and each traffic light is associated with a line. The defined
traffic lights are analyzed to determine their color frame by frame, applying
an algorithm that transforms the cropped frame of the traffic light to Hue,
Saturation, Value (HSV) color model.

The no-stop zones analysis considers zones, represented by polygons, in which
vehicles should not stop (or park). The module analyzes the bounding box or
mask of those vehicles that intersects with the defined non-stop zone. If an
intersection greater than a certain value is detected, then the average speed of
the vehicle in the last n frames (n is a parameter) is considered. When the average
speed reaches a value lower than one, the vehicle is considered in infraction and
labeled as stopped.

4.4 Annotation and results visualization

The annotation module is responsible of modifying frames to show information
generated by the previous modules. The modified frames will be part of the
output video. Additionally, this module is in charge of drawing the detected ob-
jects, boxes, or masks as appropriate. Fig. 2 presents an example of an annotated
frame in one of the scenarios studied in this article.

The video visualization module is in charge of displaying the output frames
as they are produced, using OpenCV to create a window and display the frames.
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Fig. 2: Frame annotated with object masks, labels, text, lines, and polygons

4.5 Storage

The video storage module saves the frames in a file in a given path, considering
the output format and FPS rate specified an parameters. Finally, the results stor-
age module shows the information generated in each frame and the cumulative
one, using a JSON-based logging system.

5 Validation experiments

This section reports the validation experiments of the proposed system.

5.1 Case studies in Montevideo, Uruguay

The experimental evaluation considered two case studies in Montevideo, Uruguay.
The first case study correspond to the intersection of 8 de Octubre and Garibaldi
avenues, representing a classic intersection between two avenues in Montevideo.
The second case study correspond to the intersection between Rambla Wilson
and Sarmiento Avenue. This case is relevant because it involves the avenue con-
sidered as the main traffic lane during rush hour.

The test dataset used consists of four videos taken by video surveillance
cameras from the two studied locations. The cameras model is AXIS P1365
Mk II and record up to 60 frames per second. Recordings were taken at two
different times of the day, in the morning (8:00 AM) and in the evening (7:00
PM) to analyze the efficacy of the proposed system under different lighting
conditions. Fig. 3 presents sample images of the considered scenarios. In turn,
Table 1 summarizes the main properties of the analyzed videos.
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(a) G8 (b) G19

(c) R8 (d) R19

Fig. 3: Testing video scenarios

Table 1: Properties of the test videos

reference format resolution # frames rate duration

G8 MP4 1280×720 pixels 2393 8 FPS 5 minutes
G19 MP4 1280×720 pixels 2398 8 FPS 5 minutes
R8 MP4 1280×720 pixels 5998 20 FPS 5 minutes
R19 MP4 1280×720 pixels 5997 20 FPS 5 minutes

5.2 Development and execution platform

The proposed system was developed using Python and Anaconda for project
environment management allowing to install and maintain the required libraries
easily. For the implementation, training, and execution of the presented ANN
models, the Detectron2 framework [21], based on pytorch, was used. The tracking
service was provided by a Node.js server [19] running an implementation of the
Node Moving Things Tracker [15] library. OpenCV [13] was used for image and
video manipulation and processing.

The experimental evaluation was performed on a virtual environment defined
on a high-end server with Xeon Gold 6138 processors (40 cores and 80 threads
per core), 8 GB RAM, a NVIDIA P100 GPU and a 300 GB SSD, from National
Supercomputing Center (ClusterUY) [16]. Using this high performance comput-
ing platform, it was possible to dynamically reserve the resources needed for the
batch jobs for the system execution and validation.
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5.3 Metrics for evaluation

Statistical measures were considered for the evaluation of the developed system.
To account for the performance of stages that involve a binary classification, the
standard metrics were applied: True Positive (TP), which indicates the number
of occurrences where the model correctly predicts the positive class; True Nega-
tive (TN ) is the number of occurrences where the model correctly predicts the
negative class; False Positive (FP) the number of occurrences where the model
incorrectly predicts the positive class; and False Negative (FN ) indicates the
number of occurrences where the model incorrectly predicts the negative class.

Metrics proposed by Sokolova and Lapalme [18] were applied to evaluate the
performance of detection and classification algorithms, including:

– Avarage Accuracy : indicates the overall effectiveness of a classifier (Eq. 2).
– Error Rate: indicates the average per-class classification error (Eq. 3).
– Precision: reflects the percentage of the results which are relevant (Eq. 4).
– Recall : refers to the percentage of total relevant results correctly classified

(Eq. 5).

TP + TN

TP + TN + FP + FN
n

(2)

FP + FN

TP + TN + FP + FN
(3)

TP

TP + FP
(4)

TP

TP + FN
(5)

Metrics proposed by MOTChallenge [11] were used to evaluate the tracking
method. Special metrics are required for evaluating multiple object tracking:

– Identity Switches (IDSW ): indicates the number of occurrences where an
already identified object is assigned a new identificator.

– Multiple Object Tracking Accuracy (MOTA): is a global performance indica-
tor of the tracker combining three sources of error. (Eq. 6, where t represents
the frame and Gt the number of objects in frame t).

MOTA = 1−

∑
t

(FNt + FPt + IDSw)∑
t

Gt

(6)

5.4 Results: object detection

For the evaluation of the object detection module, the configuration baseline of
Detectron2 and the detection confidence threshold were taken into consideration.

The Detectron2 configuration baseline is a set of parameters which deter-
mines the type of ANN to be executed and the weight model. These baselines
are part of the Model Zoo in Detectron2 [21]. The main properties of the selected
baselines are presented in Table 2.
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Table 2: Details of the configuration baselines of Detectron2 used in the experi-
mental evaluation of object detection

R101-box X101-box R101-mask X101-mask

Backbone R101-FPN X101-FPN R101-FPN X101-FPN
Weights model R101 X-101-32x8d R101 X-101-32x8d
Using masks no no yes yes

The selected backbones used are ResNet-101+FPN (R101-FPN) which is a
Faster R-CNN and ResNeXt-101+FPN (X101-FPN) which is a Mask R-CNN.
The weight model R101 is an adaptation of the original ResNet-101 model [9]
and X-101-32x8d is a ResNeXt-101-32x8d model trained with Caffe2 [24]. In
turn, the detection confidence threshold allows discarding detected objects which
classification score value is lower than a given value.

Tables 3 and 4 reports the results of the considered detection metrics for the
G8 and G19 videos, respectively. These videos were selected as they account for
a representative traffic flow of the city in rush hours in the morning (G8) and
in the night (G19). In these videos the camera angle is such that the North to
South flow of vehicles occasionally occludes the vehicles in the West to East flow.
Additionally, this scenario has a crossing with multiple traffic lights which makes
the vehicles stop and accumulate producing interesting detection situations.

Table 3: Classification metrics obtained with different settings in video G8

configuration average accuracy error rate precision recall

R101-box-t03 0.93 0.07 0.91 0.73
R101-box-t05 0.87 0.13 1.00 0.48
R101-box-t07 0.78 0.22 0.93 0.23
X101-box-t03 0.93 0.07 0.89 0.75
X101-box-t05 0.88 0.12 1.00 0.49
X101-box-t07 0.79 0.21 1.00 0.24
R101-mask-t03 0.94 0.06 0.90 0.80
R101-mask-t05 0.93 0.07 0.97 0.72
R101-mask-t07 0.90 0.10 0.96 0.58
X101-mask-t03 0.93 0.07 0.89 0.79
X101-mask-t05 0.91 0.09 0.96 0.66
X101-mask-t07 0.91 0.09 1.00 0.61

Results in Tables 3 and 4 indicate that the proposed system had an overall
average accuracy of 85% and indicate that the mask configurations computed
better results than the box configurations in most cases (10 out of 12 instances).
No significant performance differences between R101 and X101 models on box
nor segmentation mask prediction were detected, but X101 had slightly better
results in the night cases for segmentation.
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Table 4: Classification metrics obtained with the different settings in video G19

configuration average accuracy error rate precision recall

R101-box-03 0.89 0.11 0.78 0.67
R101-box-05 0.82 0.18 0.89 0.40
R101-box-07 0.75 0.25 1.00 0.23
X101-box-03 0.84 0.16 0.70 0.53
X101-box-05 0.83 0.17 0.90 0.42
X101-box-07 0.73 0.27 1.00 0.21
R101-mask-03 0.87 0.13 0.67 0.67
R101-mask-05 0.85 0.15 0.67 0.60
R101-mask-07 0.86 0.14 1.00 0.49
X101-mask-03 0.89 0.11 0.77 0.70
X101-mask-05 0.87 0.13 0.92 0.56
X101-mask-07 0.87 0.13 0.96 0.53

5.5 Object tracking

The main parameter to consider is the tolerance, i.e. the number of frames before
the algorithm concludes that a tracked object is no longer in the sequence. The
tolerance value depends on the frame rate of the recording. Values corresponding
to half, one, and two seconds were considered in the study, as they represent time
windows in which the probability of a identity switch among detections is low.
That is, 4, 8, and 16 frames for G8 and G19 videos, and 10, 20, and 40 frames
for R8 and R19. The performance of the object tracking module depends on
the detection module. The X101-mask-05 detection setting was defined as basis
for all tracking tests as it was the best performing detection configuration.

Table 5: Tracking tests results

configuration MOTA

G8-t04 0.81
G8-t08 0.83
G8-t16 0.82
G19-t04 0.47
G19-t08 0.49
G19-t16 0.46

configuration MOTA

R8-t10 0.86
R8-t20 0.87
R8-t40 0.89
R19-t10 0.10
R19-t20 0.14
R19-t40 0.13

Results in Table 5 show average MOTA scores of 85% for the daylight cases
and significantly lower (30%) for the cases in the night. This indicate that the
module performs significantly better in daytime scenarios. In 3 out of 4 cases,
the configurations with one second of tolerance (8 frames in G8 and G19, and 20
frames in R8 and R19) had slightly better results than for nighttime scenarios.
MOTA was mainly affected by FN values. In the tracking evaluation this occurs
when an existing vehicle is not detected in a given number of frames, therefore
it is not tracked. Based on this observation, improving the detection module in
bad lighting conditions would also improve the tracker performance.
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5.6 Pattern analysis

For the evaluation of the counting module, the vehicle count resulting from
the pipeline execution was compared to the number of vehicles obtained using
manual counting. The performance of the method to count vehicles was measured
using the detection and classification metrics presented above. To perform the
evaluation, 30-second video segments were extracted from the four videos in the
original test dataset. Four segments were considered for each video, thus having
a total dataset of 16 segments from the two studied scenarios, eight taking place
during the day and eight during the night.

Table 6 reports the results of the counting module evaluation, using the
following configuration: the R101-mask-05 configuration was established for de-
tection; the tracking module uses an IoU of 0.05, and a loss tolerance of eight
frames for G8/G19 videos and 20 frames for R8/R19 videos.

Table 6: Counting test results

reference average accuracy error rate precision recall

G8 0.92 0.08 0.92 1.00
G19 0.52 0.48 0.62 0.76
R8 0.87 0.13 0.91 0.95
R19 0.19 0.81 0.27 0.33

Results in Table 6 show an average accuracy of 89% for the daylight cases and
36% for the cases in the night. This indicate that the counting module performs
better under good lighting conditions. In this case there is still room to improve
the classification of the counted vehicles as the comparison of precision and
recall shows that the main source of error are the FP, This means that the
counting algorithm correctly counts a vehicle, but classifies it in the wrong class.
Under bad lighting conditions the performance is poor, this is also caused by the
large number of FP, which in this case happens because the counting algorithm
counts not existing vehicles. The performance of this module can be mainly
improved by using a more precise classification model in the detection module,
while a better detection under bad lighting conditions would also improve the
performance of the counting module. Improving the classification under poor
lightning conditions is one of the main lines for ongoing and future work.

6 Conclusions and future work

This article presented the design and implementation of a system for the analysis
of traffic data using computational intelligence techniques.

The proposed system was developed following a flexible pipeline-type archi-
tecture built over the modern object detection library Detectron2. The proposed
design provides an efficient frame processing, by using independent, configurable
functional modules, loosely coupled between them. This feature allows including
new methods, modifying existing ones, and evaluate different alternatives and
configurations.
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The problems of object detection and tracking are solved using the Detec-
tron2 framework and the Node Moving Things Tracker library, respectively. The
information generated by these modules from the traffic videos allowed imple-
menting a set of modules for the collection and analysis of traffic data.

The validation of the proposed system is carried out using real videos from
two scenarios that include important streets of Montevideo, Uruguay, under
different conditions (daylight, nightlight, and different video qualities). These
recordings were taken in rush hours and show an interesting flow of vehicles.

Results demonstrate the effectiveness of the system in scenarios with proper
lightning conditions. The detection results shown a overall average accuracy
of 85%, and better performance using the mask models. In object tracking,
the average MOTA scores were 85% in daylight. Results dropped to 30% in
nighttime, indicating that improvements are required to deal with bad lightning
conditions. Similarly, the counting module performed an average accuracy of
89% in daylight and 36% in nighttime.

The main lines for future work are related to improve the object detection
module training the models with bad lightning conditions or bad weather anno-
tated examples. In turn, the experimental evaluation of the proposed system can
be extended to consider the analysis of red light runs and no-stop zones modules.
Another interesting line of work is related to developing more sophisticated pat-
tern detection methods to capture relevant events such as abrupt lane change or
even traffic accidents. We are working on these topics right now.
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Abstract. This article presents the application of mathematical pro-
gramming and evolutionary algorithms to solve a variant of the Bus
Timetabling Synchronization Problem. A new problem model is pro-
posed to include extended synchronization points, accounting for every
pair of bus stops in a city, the transfer demands for each pair of lines,
and the offset for lines in the considered scenario. Mixed Integer Pro-
gramming and evolutionary algorithm are proposed to efficiently solve
the problem. A relevant real case study is solved, for the public trans-
portation system of Montevideo, Uruguay. Several scenarios are solved
and results are compared with the no-synchronization solution and the
current planning of such transportation system too. Experimental re-
sults indicate that the proposed approaches are able to significantly im-
prove the current plannings. The Mixed Integer Programming algorithm
computed the optimum solution for all scenarios, accounting for an im-
provement of up to 95% in successful synchronizations when compared
with the actual timetable in Montevideo. The evolutionary algorithm is
efficient too, improving up to 68% the synchronizations with respect to
the current planning and systematically outperforming the baseline solu-
tions. Waiting times for users are significantly improved too, up to 33%
in tight problem instances.

Keywords: smart cities, mobility, public transportation, timetabling,
synchronization

1 Introduction

Transportation systems are a crucial component of modern society, and they are
one of the most important services to improve efficiency of activities in nowa-
days smart cities [6,10]. Transportation systems include a wide range of logistic
activities related to transporting passengers and goods. One of the main goals
of transportation systems is coordinating the movement of people, providing ef-
ficient mobility at reasonable fares. In this regard, public transportation is the
most efficient and environmental friendly mean for mobility of citizens. However,
the efficacy of public transportation systems in large cities requires a proper plan-
ning of several issues that affect the quality of service, including routes design
and management, timetabling, drivers assignment, and others [3].
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A transportation system usually includes timetables accounting for reporting
the expected location of vehicles during a day. Timetables are closely related to
the transportation network design, and they are usually built to account for spe-
cific origin-destination demands. Synchronization of multi-leg trips or transfers
is usually a secondary goal of the timetabling problem, although it is impor-
tant for providing an adequate quality-of-service, allowing passengers to wait
reasonable times for transfers from one route to another.

The proposed problem is very relevant for the case study proposed: the trans-
portation system of Montevideo, Uruguay [13]. Montevideo has a rather uniform
public transportation system, operated by buses with similar capacities and ser-
vice provision. Many users of the system manage to complete their end-to-end
journey using only one line, but several other users rely on connections between
different lines to make their trips, using transfers. Transfers can be made between
different (geographically separated) bus stops. They are allowed without addi-
tional charge and are controlled by the intelligent Metropolitan Transportation
System (STM), which identifies users using personal smart cards.

The STM also maintains historical records of the mobility of users. From
these data, time periods in the day are identified during which the use of the
system is regular, that is, where the utilization numbers have little dispersion and
their average values are known. These numbers include: number of passengers
boarding or alighting, number of transfers between lines and combinations of
stops, bus circulation times at stops on their routes, and transfer times between
stops for passengers seeking to transfer. These data are the main inputs used by
the local administration to plan the frequency of each line within the uniform
periods. Even knowing the frequency of each line, that is, the number of buses
to use in the service period to satisfy the demand of the system (including direct
and transfer trips), and knowing the circulation times between stops, there is
room to adjust the departure time of each bus, which in turn determines the
arrival time of that bus at each stop on its route.

Considering the case study described above, the main goal of this article is
to optimize the number of successful transfers allowed by a timetable realiza-
tion. The types of transfer are identified, and for each one a maximum thresh-
old is established for the time that a passenger waits for their connection. If
the passenger manages to transfer within a waiting time below that threshold,
the transfer is successfully timed. The variant of the transfer synchronization
problem elaborated here studies how to coordinate the departure schedule of
buses–and therefore of arrivals at stops on their routes–, in order to maximize
the number of successful transfers during a uniform time period, for which all
previous data are known and fixed.

The article is organized as follows. Section 2 introduces the bus synchroniza-
tion problem and the variant solved in this article. Section 3 reviews related
works. The proposed approaches for bus synchronization are described in Sec-
tion 4. The experimental evaluation of the proposed methods over realistic in-
stances in Montevideo is reported in Section 5. Finally, the conclusions and the
main lines for future work are formulated in Section 6.
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2 Bus timetable synchronization to maximize transfers

This section describes the bus timetable synchronization problem to maximize
transfers.

2.1 Problem model

The problem accounts for the main goals of a modern transportation system:
providing a fast and reliable way for the movement of citizens, while maintaining
reasonable fares. The problem model mainly focuses on the quality of service
provided to the users, i.e., a better traveling experience with reduced waiting
times when using more than one bus for consecutive trips.

In the proposed model, the events of favoring passenger transfers with limited
waiting times are called synchronization events. The study is aimed at solving
real scenarios, based on real data from urban transit systems that accounts for
the number of passengers that perform transfers between lines on each bus stop.

The main idea of the problem model is to divide any day into several planning
periods on the basis of demand and travel time behavior of passengers. This
way, the analysis of historical data allows obtaining similar accurate and almost
deterministic information to build the problem scenarios.

2.2 Problem formulation

The mathematical formulation of the bus timetable synchronization problem to
maximize transfers is presented next.

Problem data. The set of data that defines an instance of the bus synchro-
nization problem includes the following elements:

– A planning period [0, T ].
– A set of lines of the bus network I = {i1, i2, . . . , in}, with predefined routes,

and the number of trips fi needed to fulfill the demand for each line i within
the planning period [0, T ], accounting for both directs trips and transfers.

– A set of synchronization nodes, or transfer zones, B = {b1, b2, . . . , bm}. Each
synchronization node b ∈ B is a triplet <i, j, dijb > indicating that lines i and
j may synchronize in b, and that the bus stops for lines i and j are separated
by a distance dijb . Each synchronization node represents a pair of bus stops
for which regular transfers between lines i and j are registered. The value of
dijb defines the time needed for a passenger that transfers from line i to line
j to walk from one stop to another in the transfer zone (see next item).

– A traveling time function TT : I×B → Z. TT i
b = TT (i, b) indicates the time

needed to reach the synchronization node b for buses in line i (from the origin
of the line). Generally, this value depends on several features, including the
bus type, bus velocity, traffic in roads, passengers’ demand, etc.
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– A demand function P : I× I×B → Z. P ij
b = P (i, j, b) indicates the number

of passengers that transfer from line i to line j in synchronization node b, in
the planning period. Assuming a uniform demand hypothesis in the planning
period, the number of passengers that transfer from a given trip of line i to
a given trip of line j is P ij

b /fi. This is a realistic assumption for planning
periods where demand does not vary significantly, such as in the case study
presented in this article.

– A maximum waiting time W ij
b for each transfer zone, indicating the maxi-

mum time that passengers are willing to wait for line j, after alighting from
line i and walking to the stop of line j, in a synchronization node b. Trips
of line i and j are considered synchronized for transfers if and only if the
waiting time of passengers that transfers is lower or equal to W ij

b .
– The departing time of the first trip of each line i (the offset of the line)

must be lower than a maximum headway time Hi, which is defined by the
bus system operator. Subsequent trips depart at a fixed frequency ∆Xi. All
trips of each line must start within the planning period [0, T ].

Mathematical model. The bus synchronization problem proposes finding ap-
propriate values for the departure time of the first trip of each line to guarantee
the maximum number of synchronizations for all lines with transfer demands in
the planning period T .

The control variables of the problem are the offset of each line (Xi
1), which

define the whole set of departing times for all trips of each line. Auxiliary vari-
ables are needed to capture the synchronization events in each transfer zone.
Binary variables Zij

rsb takes value 1 when trip r of line i and trip s of line j are
synchronized in node b (i.e., trip r of line i arrives before trip s of line j and
allows passengers to complete the transfer, i.e., walk between the corresponding
bus stops and wait less than the waiting threshold for that transfer, W ij

b ).
The mathematical model of the bus synchronization problem as Mixed Inte-

ger Programming (MIP) problem is formulated in Eq. 1.

maximize
∑
b∈B

(

fi∑
r=1

fj∑
s=1

Zij
rsb) ·

P ij
b

fi
(1a)

subject to Zij
rsb ≤ 1 +

(Ai
rb + dijb +W ij

b )−Aj
sb

M
∀b ∈ B (1b)

Zij
rsb ≤ 1 +

Aj
sb − (Ai

rb + dijb )

M
∀b ∈ B (1c)

with Aj
sb = Xj

1+(s−1)∆Xj+TT j
b

Ai
rb = Xi

1+(r−1)∆Xi+TT i
b

Zij
rsb ∈ {0, 1}, 0 ≤ X

i
1 ≤ Hi, ∀i ∈ I (1d)

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 424

ISBN 978-9930-541-79-1



Maximum transfers bus timetable synchronizations 5

The objective function of the optimization problem (Equation 1a) proposes
maximizing the number of passengers that successfully complete a transfer in

the planning period in every synchronization point. The value
∑fi

r=1

∑fj
s=1 Z

ij
rsb

is the total number of successful connections between trips of each pair of lines
i and j involved in each synchronization point b, while P ij

b /fi is the demand for
each transfer.

Equations 1b–1d specify the constraints of the problem. According to Equa-
tion 1a, the optimization will seek to activate as many variables Zij

rsb as pos-

sible. Constraints for variables Zij
rsb prevent them from taking the value 1 if

the corresponding transfer is not synchronized. In both, Equations 1b and 1c,
Ai

rb denotes the arrival time of trip r of line i to transfer zone b and Aj
sb de-

notes the arrival time of trip s of line j to transfer zone b. For an interpretation
of constraint 1b, consider the maximum time passengers from trip r of line i
are willing to wait for a transfer with trip s of line j at transfer zone b. This
value defines the limit time Ai

r + dijb + W ij
b . Whenever the arrival time of trip

s of line j does not surpass that limit, the right-hand side of Equation 1b is
greater or equal to 1, so the synchronization variable Zij

rsb is allowed to be 1.
In addition, it is also necessary for passengers alighting from trip r of line i to
walk to the transfer point (arriving at time Ai

rb + dijb ) before the arrival time

of the corresponding trip s of line j (Aj
sb). Otherwise, those passengers would

lose the connection. Whenever this second condition is met, the right-hand side
of constraints Equation 1c also allow Zij

rsb to take the value 1. So far, there is
a potential issue when non-synchronized trips lead to values lower than 0 on
the right-hand side of Equation 1c, which derives into unfeasible constraints
sets. The proposed model only needs that either (Ai

rb + dijb + W ij
b ) − Aj

sb or

Aj
sb − (Ai

rb + dijb ) to be negative to deactivate synchronization variables Zij
rsb.

Hence, suffices to get a constant value M , large enough to guarantee that both
Equations 1b and 1c are always feasible. However, using extremely large values
for M might cause numerical stability problems when the model is implemented
in a solver. The procedure applied in this article to find compliant and rela-
tively low values for M consisted in computing the maximum value within the
union of sets {(Hi(j) + (fi(j) − 1) × ∆Xj + TT j

b ) − (TT i
b + dijb + W ij

b )} and

{(Hi(i) + (fi(i)− 1)×∆Xi + TT i
b + dijb )− TT j

b }, for all synchronization points
b inB. These values of M can be easily calculated during the process of crafting
the MIP formulation before using a specific solver, so the problem of finding M
is of polynomial complexity. Finally, Equation 1d defines the domain for decision
variables Zij

rsb (binary variables).

The problem formulation assumes, without loss of generality, that ∆Xj >
W ij

b , ∀j ∈ I, i.e., headways of bus lines are larger than the waiting time thresh-

olds for users. The case where ∆Xj ≤ W ij
b correspond to a scenario in which

the headway of line j is lower than the time users are willing to wait, thus all
transfer with line j would be synchronized and they would not be part of the
problem to solve.
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3 Related work

The bus timetable synchronization problem was recognized as a relevant issue
for modern public transportation systems in early works by Ceder [3]. One of
the first approaches for schedule synchronization on bus network systems was
presented by Daduna and Voß [4], studying several objective functions (e.g.,
weighted sum considering transfers and the maximum waiting time at a transfer
zone). Metaheuristic algorithms were evaluated for simple versions of the prob-
lem with uniform frequencies, using data from the Berlin Underground network
and other German cities. Tabu Search computed better solutions than Simu-
lated Annealing over randomly generated examples, and a trade-off between
operational costs and user efficiency was concluded.

Ceder et al. [2] studied the Transit Network Timetabling problem to optimize
the number of synchronization events between bus lines at shared stops, by max-
imizing the number of simultaneous arrivals. A greedy algorithm was proposed
to solve the problem, based on selecting specific nodes from the bus network to
define custom timetables. The article focused on simultaneous bus arrivals, and
just some examples to illustrate synchronizations on small instances with few
nodes and few lines were reported.

Fleurent et al. [5] proposed a subjective metric to evaluate synchronizations,
using weights defined by experts and public transport authorities. The authors
solved an optimization problem to minimize variable (vehicle) operation costs. A
heuristic method was proposed for optimization, using the defined synchroniza-
tion metric. Several timetables were computed for small scenarios from Montréal,
Canada, using different weights for costs.

Ibarra and Ŕıos [8] studied a flexible variant of the the synchronization prob-
lem, considering time windows between travel times. A Multi-start Iterated Local
Search (MILS) algorithm was applied to solve eight instances modeling the bus
network in Monterrey, Mexico with between three and 40 synchronization points.
MILS was able to compute efficient solutions for medium-size instances in less
than one minute, when compared with a simple upper bound and a Branch &
Bound exact method. Later, Ibarra et al. [7] applied MILS to solve the multi-
period bus synchronization problem, to optimize multiple trips of a given set of
lines. MILS was able to compute similar results than a Variable Neighborhood
Search and a simple population-based algorithm on synthetic instances with few
synchronization points. Results for a sample case study using data for a single
line of Monterrey demonstrated that maximizing synchronizations for a specific
node usually reduces the number of synchronizations for other nodes.

Our previous article [12] proposed an evolutionary approach for a specific
variant of the bus synchronization problem. Results for realistic case studies
in Montevideo demonstrated that the evolutionary approach outperformed real
timetables by the city administrator and other heuristic methods. This arti-
cle extends our previous research, accounting for a different variant of the bus
synchronization problem aimed at determining the optimal offset values while
keeping the headways and number of trips as indicated by the real timetable, in
order to not impact in the quality of service offered to direct passengers.
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4 Proposed resolution approaches

This section describes the exact and metaheuristic approaches developed to solve
the bustimetable synchronization problem to maximize transfers.

4.1 Exact Mathematical Programming

The exact resolution of the proposed MIP model was developed using AMPL.
IBM ILOG CPLEX was used as the optimization tool, over the environment

defined by ptimization Studio 12.8. Optimal solutions are computed applying a
branch-and-cut heuristic, considering the following stop conditions for the exe-
cution:

– The time limit for the execution (parameter CPX PARAM TILIM) was set to ...
(explicar: not relevant)

– The GAP tolerance in CPLEX (parameter CPX PARAM EPGAP) was set to the
default value of 0.01% (0.0001). It is considered the default value since, the
main goal is to compare with previous solutions obtained with that specific
limit. The GAP represents, in percentage terms, the distance between the
solution found and the best achievable solution. It is defined as (f(x) −
bestBound)/f(x), where x is the solution found and bestBound is the best
value achievable by the objective function.

4.2 Evolutionary algorithm

The proposed EA was implemented in C++, using the Malva library (github.
com/themalvaproject).

Solution encoding. Candidate solutions to the problem are represented using
integer vectors. In a solution representation, each integer value represents the
offset (in minutes) of each bus line, i.e., the time between the start of the planning
period and the depart of the first trip of each line. Formally, a candidate solution
to the problem is represented by X = X1

0 , X
2
0 , . . . X

n
0 , where n is the number of

bus lines in the problem instance, Xi
0 ∈ Z+, and 0 ≤ Xi

0 ≤ Hi.

Evolution model. The (µ+λ) evolution model [1] is applied in the proposed EA:
µ parents generate λ offsprings, which compete between them and with their
parents, to determine the individuals that will be part of the new population on
the next generation. Preliminary experiments demonstrated that (µ+ λ) evolu-
tion was able to provide better solutions and more diversity than a traditional
generational model.

Initialization operator. A random initialization operator is applied. Randomly
generated solutions are included in the initial population, accounting for the
constraints defined for the offset of each line. This initialization procedure intends
to provide diversity to the evolutionary search.
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Selection operator. A tournament selection is applied. The tournament size is
three individuals, and one individual survives. Tournament selection computed
better results than proportional selection in preliminary calibration experiments,
mainly due to the appropriate level of selection pressure for the evolution.

Recombination operator. The recombination operator is a specific variant of
two-point crossover. It defines two crossover points randomly in [1, n−1] and ex-
changes the information encoded in both parents between the crossover points.
This operator was conceived to preserve specific features of lines already synchro-
nized in parent solutions, trying to keep useful information in the offspring gen-
eration process. The recombination operator is applied to individuals returned
by the selection operator, with a probability pR.

Mutation operator. The mutation operator applied is a specific variant of Gaus-
sian mutation. Specific position(s) in a solution are modified according to a
Gaussian distribution, and taking into account the thresholds defined by the
minimum and maximum frequencies for each line. The mutation operator is
applied to every gene in the proposed representation with a probability pM .

5 Experimental evaluation

This section reports the experimental evaluation of the proposed methods for
the bus synchronization problem.

5.1 Methodology

Problem instances. The experimental evaluation of the proposed methods for bus
synchronization is performed in problem instances built using real data from the
Metropolitan Transportation System in Montevideo, Uruguay.

Several sources of data from the National Open Catalog were considered to
gather information about bus lines description, routes, timetables, and bus stops
location in the city. The information about transfers was provided by Intendencia
de Montevideo and processed applying a urban data analysis approach [9].

The key elements of the scenario and problem instances are described next:
the period is the interval of hours considered for the schedule; the demand func-
tion is computed from transfers information registered by smart cards used to sell
tickets; the synchronization points are chosen according to their demand, i.e., the
pairs of bus stops with the largest number of registered transfers for the period
are selected; the bus lines correspond to the lines passing by the synchronization
points; the time traveling function TT for each line is computed empirically by
using GPS data; the walking time function is the estimated walking speed of a
person (assumed constant at ws = 6 km/h) multiplied by the distance between
bus stops in each transfer zone computed using geospatial information about
stops. The maximum waiting time is equal to λH, with λ ∈ [0.3, 0.5, 0.7, 0.9], to
allow configuring instances with different levels of tolerance/quality of service.
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Sixty problem instances were defined, accounting for three different dimen-
sions (including 30, 70, and 110 synchronization points), using real information
about bus operating in Montevideo, Uruguay. The synchronization points of each
instance were chosen randomly from the most demanded transfer zones for the
considered period in the city (a total number of 170 zones).

Each defined problem instance is identified by the following name convention:
[NP].[NL].[λ].[id], where NP=n is the number of synchronization points,
NL=m is the of bus lines, λ is the coefficient applied to Wb (percentage) and id is
a relative identifier for instances with the same values of NL, NP, and λ. Scenarios
are available at https://www.fing.edu.uy/inco/grupos/cecal/hpc/bus-sync/.

Execution platform. The experimental evaluation was performed on a Quad-core
Xeon E5430 at 2.66GHz, 8 GB RAM, from National Supercomputing Center
(Cluster-UY), Uruguay [11].

Baseline solutions for the comparison. Two main baseline solutions were con-
sidered for the comparison of the solutions computed by the proposed methods.
A relevant baseline for comparison is the current timetable applied in the trans-
portation system of Montevideo (the real timetable), which provides the actual
level of service regarding direct travels and transfers. In turn, another relevant
baseline for comparison is the solution without applying any explicit approach
for synchronization of transfers, i.e., a solution where the first trip of each line de-
parts at the beginning of the planning period (time 0, the zeros timetable). This
solution provides a number of synchronized transfers according to the predefined
headways for each line.

Metrics. The metrics applied for the evaluation include: i) the number of syn-
chronized trips for passengers, as proposed in the summatory that defines the
objective function of the problem; ii) the improvements over the baseline solu-
tions, iii) the average waiting time each passenger wait for the connection (bus
of line j) in a synchronization point.

Parameter setting. EAs are stochastic methods, thus parameter setting analysis
are needed to determine the parameter configuration that allows computing
the best results. The values of stopping criterion (#gen), population size (ps),
recombination probability (pR), and mutation probability (pM ) were studied for
the proposed EA on three instances, different from the ones used in validation
experiments, in order to avoid bias. The best results were obtained with the
configuration #gen = 10000, ps = 20, pR = 0.9 and pM = 0.01.

5.2 Numerical results

Table 1 reports the objective function values computed by EA and the exact
resolution approach for the considered problem instances. In turn, the relative
improvements over the baseline solutions are reported: ∆r is the relative im-
provement over the real timetable and ∆z is the relative improvement over the
zeros solution.
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scenario real zeros
EA exact

obj ∆r ∆z obj ∆r ∆z

30.37.90.0 276.08 286.89 302.09 0.09 0.05 302.09 0.09 0.05

30.37.70.0 224.62 232.79 271.75 0.21 0.17 271.75 0.21 0.17

30.37.50.0 162.41 151.99 208.65 0.28 0.37 208.99 0.29 0.38

30.37.30.0 111.58 107.85 154.49 0.38 0.43 154.62 0.39 0.43

30.40.90.0 218.61 229.78 237.05 0.08 0.03 243.02 0.11 0.06

30.40.70.0 163.64 175.85 199.40 0.22 0.13 219.97 0.34 0.25

30.40.50.0 126.11 127.07 146.39 0.16 0.15 173.24 0.37 0.36

30.40.30.0 92.28 90.97 101.18 0.10 0.11 127.08 0.38 0.40

30.40.90.1 227.36 248.57 252.45 0.11 0.02 262.36 0.15 0.06

30.40.70.1 178.07 193.32 219.92 0.24 0.14 238.19 0.34 0.23

30.40.50.1 129.80 140.22 163.30 0.26 0.16 190.16 0.47 0.36

30.40.30.1 80.24 108.97 117.42 0.46 0.08 156.44 0.95 0.44

30.41.90.0 246.99 260.32 279.49 0.13 0.07 279.49 0.13 0.07

30.41.70.0 197.16 201.00 248.29 0.26 0.24 248.42 0.26 0.24

30.41.50.0 141.93 136.07 186.27 0.31 0.37 186.36 0.31 0.37

30.41.30.0 93.79 98.26 141.87 0.51 0.44 142.63 0.52 0.45

30.42.90.0 241.44 241.45 255.78 0.06 0.06 255.78 0.06 0.06

30.42.70.0 195.96 191.28 228.08 0.16 0.19 228.08 0.16 0.19

30.42.50.0 145.01 140.28 172.52 0.19 0.23 172.52 0.19 0.23

30.42.30.0 95.81 93.08 124.88 0.30 0.34 125.74 0.31 0.35

70.60.90.0 568.51 579.73 609.29 0.07 0.05 609.68 0.07 0.05

70.60.70.0 463.02 454.24 545.02 0.18 0.20 546.03 0.18 0.20

70.60.50.0 339.70 296.11 414.29 0.22 0.40 415.80 0.22 0.40

70.60.30.0 218.71 213.86 301.34 0.38 0.41 304.07 0.39 0.42

70.62.90.0 543.67 560.98 590.80 0.09 0.05 591.17 0.09 0.05

70.62.70.0 443.22 443.89 524.86 0.18 0.18 525.81 0.19 0.18

70.62.50.0 325.70 317.75 393.66 0.21 0.24 394.13 0.21 0.24

70.62.30.0 212.04 215.66 295.31 0.39 0.37 298.68 0.41 0.38

70.63.90.0 550.17 575.71 609.44 0.11 0.06 609.68 0.11 0.06

70.63.70.0 441.71 455.92 546.46 0.24 0.20 547.61 0.24 0.20

70.63.50.0 316.46 300.67 427.58 0.35 0.42 429.74 0.36 0.43

70.63.30.0 208.82 202.82 324.20 0.55 0.60 328.02 0.57 0.62

70.67.90.0 510.16 535.04 567.09 0.11 0.06 567.43 0.11 0.06

70.67.70.0 409.57 418.35 512.30 0.25 0.22 513.00 0.25 0.23

70.67.50.0 302.15 299.78 400.06 0.32 0.33 402.49 0.33 0.34

70.67.30.0 194.05 201.63 298.87 0.54 0.48 302.55 0.56 0.50

Continue on next page
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Table 1 – Continued from previous page

scenario real zeros
EA exact

obj ∆r ∆z obj ∆r ∆z

70.69.90.0 522.36 550.33 583.61 0.12 0.06 583.85 0.12 0.06

70.69.70.0 406.63 435.12 529.19 0.30 0.22 531.05 0.31 0.22

70.69.50.0 298.53 292.98 416.07 0.39 0.42 418.24 0.40 0.43

70.69.30.0 193.05 205.18 324.08 0.68 0.58 328.15 0.70 0.60

110.76.90.0 815.78 843.26 894.86 0.10 0.06 895.72 0.10 0.06

110.76.70.0 656.63 669.18 798.41 0.22 0.19 799.61 0.22 0.19

110.76.50.0 479.29 451.85 622.49 0.30 0.38 627.71 0.31 0.39

110.76.30.0 333.66 294.90 467.28 0.40 0.58 474.09 0.42 0.61

110.78.90.0 847.33 879.90 900.09 0.06 0.02 931.35 0.10 0.06

110.78.70.0 699.49 667.77 763.71 0.09 0.14 835.26 0.19 0.25

110.78.50.0 507.05 453.87 551.42 0.09 0.21 644.97 0.27 0.42

110.78.30.0 324.79 317.42 379.43 0.17 0.20 477.47 0.47 0.50

110.78.90.1 867.23 895.99 910.82 0.05 0.02 941.85 0.09 0.05

110.78.70.1 708.89 689.30 780.93 0.10 0.13 845.71 0.19 0.23

110.78.50.1 525.85 460.71 567.71 0.08 0.23 654.75 0.25 0.42

110.78.30.1 338.42 319.33 390.82 0.15 0.22 489.02 0.45 0.53

110.78.90.2 848.47 872.66 894.37 0.05 0.02 932.92 0.10 0.07

110.78.70.2 681.46 676.82 765.56 0.12 0.13 836.45 0.23 0.24

110.78.50.2 494.80 449.03 571.35 0.15 0.27 654.02 0.32 0.46

110.78.30.2 333.19 309.13 397.57 0.19 0.29 492.76 0.48 0.59

110.83.90.0 810.76 850.69 897.02 0.11 0.05 897.65 0.11 0.06

110.83.70.0 624.94 674.88 803.28 0.29 0.19 806.25 0.29 0.19

110.83.50.0 463.61 460.48 634.77 0.37 0.38 639.36 0.38 0.39

110.83.30.0 299.88 300.96 490.14 0.63 0.63 498.28 0.66 0.66

Table 1: Objective function results of exact and EA

Results reported in Table 1 indicate that exact and EA methods significantly
outperform the baseline solutions in all studied scenarios. The improvements
of EA over the real solution were up to 68% in instance 70.69.30.0 and the
improvements of the exact method over the real solution were up to 95% in
instance 30.40.30.1. Regarding the comparison with the zeros solution, the
improvements of EA were up to 63% and the improvements of the exact method
were up to 66%, both in instance 110.83.30.0. Average improvements over the
real timetable were 20% for EA and 25% for the exact solution.

In turn, the proposed EA was able to compute solutions close to the exact
method (i.e., the optimal value) in low dimension and high tolerance scenarios,
computing the optimal solution in six scenarios.
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Table 2 reports the average improvements of exact and EA over the baseline
solutions, grouped by scenario size and tolerance. Improvements of the exact
method are up to 52% over the real timetable (in scenarios with NP=70 and
λ=30) and up to 52% over zeros (in scenarios with NP=100 and λ=30). In turn,
the EA improved up to 50% over the real timetable and up to 49% over zeros,
both in scenarios with NP=70 and λ=30. The values grouped by tolerance allow
concluding that for all sizes sizes, the improvements increase as user tolerance
decreases. This result indicates that the proposed methods scale with the com-
plexity of the problem, effectively increasing the quality of service. Improvements
of the exact method also increase with the size of the scenario.

NP λ
EA exact

∆r ∆z ∆r ∆z

30 90 0.10 0.05 0.11 0.06
30 70 0.22 0.17 0.26 0.21
30 50 0.24 0.26 0.32 0.34
30 30 0.35 0.28 0.49 0.42

70 90 0.10 0.06 0.10 0.06
70 70 0.23 0.20 0.23 0.21
70 50 0.30 0.36 0.30 0.37
70 30 0.50 0.49 0.52 0.50

110 90 0.07 0.04 0.10 0.06
110 70 0.16 0.16 0.22 0.22
110 50 0.19 0.30 0.30 0.42
110 30 0.30 0.38 0.49 0.58

Table 2: Improvements of exact and EA over baseline solutions, grouped by
dimension and tolerance

Fig. 1 shows the average objective values (normalized by NP) for all scenarios,
grouped by tolerance. The largest difference in objective values is 1.51 (4.53 −
3.02), between the exact approach and the real timetable in scenarios with low
user tolerance (λ=30). The lowest difference is 0.37, between EA and zeros, when
λ=90. As for results in Table 2, the graphic clearly shows that improvements of
the proposed approaches increase for tight scenarios.

Table 3 reports three values (r – ls/ln) for the considered solutions, grouped
by NP and λ. The value r is the ratio of the average waiting time results over
the maximum waiting time for each synchronization point, which evaluates the
number of successful synchronized trips and the relative waiting time for each
synchronization point. Successful synchronization are represented by r ≤ 1.0,
and unsuccessful synchronization are represented by r > 1.0. In turn, ls is the
average number of lines successfully synchronized and ln is the average number
of lines not synchronized.
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Fig. 1: Objective function comparison grouped by tolerance

NP λ real zeros EA exact

30 90 0.47 – 22/0 0.48 – 22/0 0.46 – 22/0 0.47 – 22/0
30 70 0.59 – 22/0 0.61 – 21/1 0.54 – 22/0 0.53 – 22/0
30 50 0.85 – 16/6 0.87 – 16/6 0.76 – 19/3 0.75 – 19/3
30 30 1.33 – 3/19 1.37 – 3/19 1.19 – 5/16 1.12 – 7/15

70 90 0.47 – 39/0 0.49 – 39/0 0.46 – 39/0 0.47 – 39/0
70 70 0.59 – 38/1 0.62 – 38/1 0.54 – 39/0 0.52 – 39/0
70 50 0.85 – 28/10 0.88 – 28/10 0.74 – 35/3 0.73 – 35/4
70 30 1.35 – 5/33 1.40 – 4/35 1.14 – 11/28 1.13 – 12/27

110 90 0.49 – 49/0 0.50 – 49/0 0.48 – 49/0 0.46 – 49/0
110 70 0.61 – 46/2 0.64 – 47/2 0.57 – 48/1 0.53 – 49/0
110 50 0.87 – 34/14 0.91 – 34/15 0.79 – 41/8 0.72 – 44/5
110 30 1.38 – 7/42 1.43 – 4/45 1.24 – 11/38 1.10 – 17/32

Table 3: Average waiting time results for the considered solutions
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Results in Table 3 indicate that the proposed approaches significantly im-
prove the quality of service with respect to the baseline solutions, accounting for
lower values of the waiting time metric for all scenarios. Largest improvement of
EA over baseline solutions occur where NP=70 and λ=30 (0.26 over zeros solution
and 0.21 over real solution). Largest improvements of the exact method occur
where NP=110 and λ=30 (0.33 over zeros solution and 0.28 over real solution).
The proposed approaches achieve better waiting time values in lower tolerance
scenarios, with respect to baseline solutions.

Fig. 2 presents a histogram comparison of the waiting times (normalized
by Wb) for bus lines of a sample scenario (70.63.30.2) for a baseline solution
(left) and the exact solution (right). The graphic shows that the exact solution
manages to reduce the waiting time in a significant percentage of lines in the
scenario. The exact solution has more bus lines with a waiting time less than or
equal to 1 (16 vs. 6). Also, the exact solution has two lines with wait less than 0.5
while the baseline solution has none. Regarding higher waiting times, in the exact
solution only 6 lines are higher than 1.5 of the expected value, while the baseline
solution has 13 bus lines where users wait more than 1.5 of the expected value.
The histogram comparison clearly indicates that the proposed solution improves
the QoS, by synchronizing a larger number of lines of the system.

avg(wait)<Wb avg(wait)>Wb

0 0.5 1 1.5 2
0

2

4

6

8 avg(wait)< Wb avg(wait)> Wb

0 0.5 1 1.5 2
0

2

4

6

8

Fig. 2: Histogram comparison of the waiting time metric for baseline (left) and
exact solutions (right) in scenario 70.63.30.2

6 Conclusions and future work

This article presented exact and evolutionary approaches to solve a variant of the
Bus Timetabling Synchronization Problem considering extended synchronization
points for every pair of bus stops in a city, transfer demands, and the line offsets.

A Mixed Integer Programming approach and an evolutionary algorithm were
proposed to efficiently solve the problem. Results were compared with the no-
synchronization solution and also with real timetables for a real case study in
Montevideo, Uruguay.
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Experimental results indicate that the proposed approaches significantly im-
prove over current timetable. The exact method computed the optimum solution
for all scenarios, improving successful synchronizations up to 95% (25% in aver-
age) over the real timetable in Montevideo. The EA is efficient too, improving
up to 68% the synchronizations (20% in average) over the current timetable and
systematically outperforming other baseline solutions. The proposed EA can be
useful for addressing larger scenarios of the considered problem. Waiting times
for users are significantly improved too, up to 33% in tight problem instances.

The main lines of future work include solving different variants of the bus
timetable synchronization problem, accounting for different headways in the
planning period, and modeling the real demand for direct trips too. Multiobjec-
tive version of the problem must be included too, by considering other relevant
functions: cost and quality of service.
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Resumen. Desde hace décadas el éxodo constante de la población rural a centros 

urbanos y especialmente a grandes urbes en busca de mejores condiciones de vida y 

laborales han generado un cambio de paradigma en las ciudades actuales con retos a 

futuro cada vez más complejos a resolver. Dentro de estos uno no menos importante 

es la movilidad urbana.  

En la actualidad, según la revisión de 2018 del informe “Perspectivas Mundiales de 

Urbanización” elaborado por la Organización de Naciones Unidas (ONU), el 55% de 

la población mundial vive en áreas urbanas y nuestra realidad latinoamericana no 

escapa a esa tendencia. Por el contrario, lleva adelante crecimientos poblacionales 

exponenciales en diversos casos. Este proceso de urbanización constante genera 

grandes planteos y desafíos a nivel social, económico y político. 

La movilidad urbana plantea retos que antiguamente se abordaban con perspectivas 

muy diferentes a lo que actualmente se requiere para generar soluciones íntegras de 

mediano y largo plazo. En la actualidad el estado necesita de una sinergia público-

privada para atacar las diversas problemáticas que surgen de las nuevas formas de 

desplazamiento dentro de una ciudad. 

El presente trabajo aborda la problemática actual de la movilidad urbana en el ámbito 

del área metropolitana de la ciudad de Córdoba, Argentina proponiendo luego de 

indagar el presente una solución sustentable en el tiempo. La misma se materializa en 

una Plataforma de Movilidad Compartida Metropolitana (PMCM) de tipo MaaS 

(Mobility as a Service) que posibilite la sinergia del conjunto de actores presentes y 

un cambio desde los modos de transporte de propiedad personal hacia la movilidad 

que se desarrolle como servicio (SM). 

El proyecto no tiene razón de ser si no se apoya en la ciencia y la tecnología. Sin 

embargo el éxito del mismo depende del aporte social, de la sinergia colectiva, el 

aporte de conocimiento dado por vecinos, usuarios, organizaciones, instituciones, 

estado; en fin, el común de la sociedad involucrada puede lograr un cambio de 

paradigma en beneficio propio y las generaciones futuras. 

Palabras claves: Movilidad Urbana Sustentable, Smart City, Córdoba Argentina 

Sustentable, MaaS,  Movilidad Compartida. 
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1 Introducción 

1.1 Contexto 

La realidad latinoamericana actual de las grandes áreas metropolitanas y más 

precisamente dentro del territorio nacional argentino se encuentra atravesada en su 

mayoría por la falta de planificación estratégica a corto, mediano y largo plazo. Esto 

conlleva el constante deterioro de la calidad de vida de sus habitantes, la falta de 

previsión, la contaminación medio ambiental y la utilización de recursos de manera 

no eficiente.  

 

En la actualidad, según la revisión de 2018 del informe “Perspectivas Mundiales de 

Urbanización” elaborado por la Organización de Naciones Unidas (ONU), el 55% de 

la población mundial vive en áreas urbanas [1]. La ciudad de Córdoba, con 

aproximadamente 1.329.604 habitantes [2], y una importante área metropolitana, no 

ha escapado a esta tendencia de las grandes urbes y no es ajena a los principales 

problemas de movilidad urbana que presentan la mayoría de las grandes ciudades de 

américa latina, e inclusive de algunos países desarrollados.  

 

El problema de la movilidad urbana, está totalmente ligada al proceso de urbanización 

sin planificación previa [3]. Por eso, la industrialización y el crecimiento económico 

del país, tuvieron como efecto el crecimiento acelerado de las ciudades sin el 

desarrollo de la correspondiente infraestructura y equipamiento, entre ellas, las del 

transporte [4]. 

 

El problema de la movilidad puede ser entendido como la necesidad de comunicación, 

movilidad de bienes, personas y servicios, originada por las actividades urbanas de 

producción, provisión, recreación, etc [5]. Las personas viven en un lugar y necesitan 

realizar sus actividades productivas, de servicios, de consumo y recreación en sitios 

diversos. Se entiende a la movilidad como los diferentes modos de desplazamientos 

que permiten la realización de las actividades humanas. 

 

Por otro lado, el alto costo de la tierra urbana y la concentración de actividades, hace 

que las ciudades se densifiquen y con ello sea crítica la generación de nuevos espacios 

físicos e infraestructura para la movilidad. De esta manera, surge la necesidad de 

desarrollar e incentivar formas de movilidad masiva por sobre los modos individuales 

para proveer más oferta y una mejor utilización del sistema y del espacio público ya 

existente. Se trata de mejorar el sistema de transporte masivo, adecuándolo a la 

demanda presente y prevista, de manera de lograr una movilidad urbana segura, fluida 

y confiable que permita mejorar la calidad de vida de los habitantes de la ciudad [6]. 
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1.2 Conceptualización 

Actualmente las grandes urbes en su búsqueda de eficiencia y sustentabilidad indagan 

entre otros campos en las economías colaborativas y proyectan a partir de ellas 

planteos tanto a presente como a futuro y articulan esquemas de sinergia con el fin de 

dotar al ámbito urbano de herramientas que permitan dar soluciones tangibles al 

cúmulo de actores que en ella interactúan. Esta tendencia persigue  la optimización de 

los costos de transporte individual, reducción de contaminación ambiental, 

introducción de tecnología entre otros impactos positivos. En este contexto 

actualmente los denominados sistemas de Movilidad Compartida (SM) han tenido en 

los últimos años crecimientos exponenciales [7]. 

 

La evolución actual de  las plataformas digitales, la geo localización de dispositivos y 

con estos de usuarios, el concepto de big data, la tecnología IoT y el blockchain  

potencian estos desarrollos, pero también se considera que las mismas no son 

suficientes para resolver de manera integral la complejidad de la movilidad urbana y 

sus casos puntuales según los ámbitos de aplicación y realidades [8]. A futuro el reto 

es aún mayor y es allí donde la intención de esta propuesta pretende centrarse e 

indagar en busca de nuevos sistemas de movilidad urbana de tipo MaaS (Mobility as a 

Service) vinculados de manera estratégica a la Agenda 2030 de ODS ONU para el 

Desarrollo Sostenible  y en particular los Objetivos 3, 6,7, 9, 11, 12, 13 y 16 [9]  todos 

vinculados a los ODS ARGENTINA Agenda 2030 [10]. 

 

La Movilidad como Servicio (MaaS) describe un cambio desde los modos de 

transporte de propiedad personal hacia la movilidad que se brinda como servicio [11]. 

Esto se materializa combinando servicios de proveedores de transporte públicos y/o  

privados a través de una plataforma de enlace única que articula y gestiona viajes en 

la que los usuarios pueden acceder para solicitar, abonar, gestionar y tomar beneficios 

por dichos viajes desde una cuenta virtual y/o e-wallet.  

 

Así, los usuarios pueden acceder a un abono por viaje único o una tarifa mensual por 

una distancia limitada. El concepto clave detrás de MaaS es ofrecer a los viajeros 

soluciones de movilidad basadas en sus necesidades de viaje reales optimizando la 

respuesta con un servicio ajustado a demanda, pero también deben articular beneficios 

a los actores involucrados como descuentos en tasas e impuestos, accesos a 

exenciones fiscales, descuentos en programas de fidelización y fomento, en fin, 

brindar herramientas que permitan la aceptación, masificación y fidelización de 

usuarios dentro de un ecosistema de movilidad urbana sustentable ampliando sus 

ofertas para persuadir a mayor cantidad de actores a futuro. 

 

Los sistemas MaaS (Mobility as a Service) permiten desarrollar marcos de 

interoperabilidad necesarios para diversas plataformas de transporte. Interoperabilidad 

es la clave en el desarrollo de las ciudades inteligentes para poder gestionar mejor el 

flujo de viajeros. Y con ella, también son decisivos tanto las forma de pago como la 

gestión, monitoreo y control de los datos generados. 
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Las entidades públicas requieren poner a disposición de los ecosistemas que se 

generen a futuro la explotación de los datos y crear organismos de control, de forma 

que todos los actores colaboren de forma pro activa en la movilidad. Por ejemplo, una 

plataforma en la nube permite intercambiar y consumir información entre sistemas, 

servicios y proveedores de transporte de manera interoperable. Esto, a su vez, permite 

a los proveedores integrarse en el ecosistema, con mínimo esfuerzo y costo, y poner 

sus datos a disposición de servicios y usuarios de forma transparente. 

 

 

 

1.3 Área metropolitana de Córdoba y su realidad actual. 

 

La provincia de Córdoba es una de las 24 jurisdicciones  que componen la República  

Argentina. Se encuentra localizada en la zona central del país con un área de 165,321 

km2 dividida en 26 departamentos que representan el 4.4% del territorio nacional. 

Según el censo de 2010, la provincia de Córdoba cuenta con 3.308.876 habitantes, con 

una densidad de 20 hab/km2 y un crecimiento inter censal de la población (2001 – 

2010) de 7.9% [12].  

 

El departamento Capital integrado por la ciudad de Córdoba es la principal ciudad de 

la provincia. El 83% de la población del Área Metropolitana de Córdoba (AMC) vive 

en la ciudad de Córdoba [13]. Córdoba es una ciudad de más de 400 años de 

antigüedad con un centro histórico importante, y una fuerte identidad, con una alta 

calidad educativa que la posiciona como receptora de estudiantes universitarios de todo 

el país y del mundo.  

 

La ciudad de Córdoba, capital de la provincia homónima y segunda urbe en 

importancia de Argentina, representa el 0,35% de la superficie de la provincia, el 

40,18% de la población provincial y el 3,31% de la población nacional [14]. Su 

ubicación en el área central productiva del país es estratégica dentro de la región que 

comprende el tratado del Mercosur y el corredor bioceánico por lo que sirve de nexo 

entre ciudades, provincias y países [15]. La configuración actual de la ciudad de 

Córdoba responde a un complejo conjunto de factores históricos, económicos, 

políticos, sociales, geográficos y culturales. 

 

Desde una visión integral del concepto de Movilidad Urbana Sustentable y para 

interpretar su realidad local hay que referirse a la ciudad de Córdoba como un área 

metropolitana en la cual interactúan un conjunto de poblaciones satélites, las cuales 

están atadas a la dinámica diaria de la metrópolis [16]. Con este enfoque se tienen en 

cuenta los flujos de viajes en la ciudad de Córdoba y en su área metropolitana (Villa 

Carlos Paz, Alta Gracia, Malagueño y Bouwer, La Calera-Dumesnil, Saldan, Villa 

Allende, Mendiolaza, Unquillo, Río Ceballos, Juarez Celman, Malvinas Argentinas, 

Mi Granja, Montecristo y Toledo). En la Fig. 1 se aprecia la distribución geográfica del 

Área Metropolitana de Córdoba y la distancia en kilómetros que abarca. 
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Fig 1. Esquema referencia. Área metropolitana Córdoba (AMC).  

 

 

Según la Encuesta Origen-Destino del año 2009/2010 la población estimada para el 

Área Metropolitana (AMC) [9], en conjunto con la Ciudad de Córdoba es de 1.581.113 

individuos que habitan 479.780 hogares, los que realizan 2.705.310 viajes diarios. 

Del mismo estudio surge que el promedio de viajes por día hábil/persona es de 2,47 

considerando el grupo de personas que realiza al menos un traslado al día. Si se tiene 

en cuenta la totalidad de la población este promedio desciende a 1,84 viajes por 

persona. (Fig 2) 

 

 
 
Fig 2. Encuesta Origen-Destino del año 2009/2010. PTUMA. 
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La movilidad en la ciudad de Córdoba, tal como se la conoce en la actualidad, adolece 

de serias deficiencias estructurales, que se materializan en problemáticas como las 

siguientes: 

 

-La congestión de tránsito y con ello la pérdida de tiempo de los usuarios.  

 
-La contaminación del medio ambiente, y el deterioro en la calidad de vida, con sus     

          costos asociados.  

 
-El sobre consumo energético de combustibles de origen fósil no renovable. 

 

-Infraestructura vial deficiente, desactualizada y escasa para el parque automotor 
   actual. 

  
-Los accidentes causados por la falta de observancia de las normas de tránsito.  

 
-El deterioro de los vehículos, el estrés de los conductores y las consecuencias     

         psico-físicas en su salud [18]. 

 
La situación actual del transporte público masivo de pasajeros ofrece un único 

servicio a través de ómnibus y trolebuses teniendo para esto una red de servicio 

anacrónica, deficiente y obsoleta. Además, debido a la magnitud en superficie y las 

distancias de recorridos dentro de la ciudad no logra ofrecer una solución satisfactoria 

para los actores afectados (usuarios, empresarios, organismos públicos, y trabajadores 

relacionados con la actividad). Esto genera efectos de ineficiencia los cuales se 

agudizan ante factores tales como:  

 

- Un crecimiento explosivo de la ciudad, que escapa a todo intento de 

planificación, genera mayores necesidades de desplazamientos por una 

nueva redistribución de las actividades ya existentes, y la incorporación de 

nuevos orígenes y destinos para los movimientos en la ciudad. Estas dos 

últimas son las fuentes de la demanda de transporte y cada una de ellas con 

diferentes dinámicas de exigencias y crecimiento en el tiempo.  

 

- La no elasticidad física en la oferta de la infraestructura necesaria y del 

equipamiento vial urbano.   

 

- El explosivo crecimiento del parque vehicular en los últimos años. Esto sumado 

a lo indicado en los puntos anteriores impacta en situaciones cada vez más 

frecuentes de congestión. 
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2 Propuesta  piloto Plataforma Movilidad Compartida 

Metropolitana (PMCM) 

2.1 Objetivos generales. 

El concepto de servicio de movilidad compartida tipo MaaS (Mobility as a Service) 

tiene como eje principal el cambio de paradigma en la percepción actual del vehículo 

de transporte automotor como un bien privado, por una nueva perspectiva de 

horizonte donde el mismo debe transformarse indefectiblemente en una pieza dentro 

de un servicio integral de movilidad a nivel urbano. Esto permitirá la multiplicidad de 

elementos combinados dentro de una red multimodal [19]. 

 

Dicho esto es importante manifestar que la presente propuesta pretende articular un 

espacio de consenso donde el principal resultado que se persigue es dotar a la ciudad 

de una estrategia sustentable en el tiempo dando claros indicios de transformación a 

corto, mediano y largo plazo. Para esto es necesario un cambio de paradigma  y una 

transformación profunda y novedosa en la forma de abordar un problema anacrónico 

que a futuro se torna insostenible en el ámbito de la ciudad de Córdoba y su área 

metropolitana. Es por esto que la principal meta es materializar los siguientes 

objetivos generales: 

 

- Promover espacios de articulación, investigación, y gestión pública privada con 

el fin de llevar adelante análisis de casos actuales de movilidad urbana 

sustentable mediante la implementación de sistemas MaaS en grandes urbes 

a nivel mundial mediante la promoción de sitios piloto o living labs dentro 

del ámbito metropolitano de Córdoba. 

 

- Investigar casos testigos de Smart City tomados como ejemplo a nivel 

latinoamericano y global y reconocer en ellas los factores que llevaron a esos 

resultados. Reconocer planes estratégicos, iniciativas público-privadas, 

aportes normativos, regulaciones y soluciones de escala micro, macro región 

y de escala global. 

 

- Indagar en los conceptos de economía colaborativa y movilidad urbana 

sustentable mediante la implementación de sistemas MaaS a fin de detectar 

herramientas, estrategias y casos que permitan apoyar la investigación y dar 

bases sólidas a futuros desarrollos de Plataformas de Movilidad Compartida 

Metropolitana. 

 

- Estructurar una plataforma física-virtual en la cual se condense toda la 

información recolectada, aprendida, ensayada, transferida y aplicada en 

políticas públicas, desarrollos privados, modelos comerciales, inteligencia 

artificial, plataformas colaborativas, experiencias de usuarios, blockchain y 

criptomonedas a fin de poder procesarla y volcarla luego en futuros 

proyectos referidos a la materia. 
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2.2 Objetivos específicos. 

Dentro de esta amplia red de vinculaciones generales la idea de negocio que se 

pretende explotar es la de Vehículos Públicos y/o Privados hacedores de una 

Plataforma de Movilidad Compartida Metropolitana (PMCM). El usuario propietario 

o arrendatario de un vehículo particular y/o público tiene la posibilidad de articular la 

movilidad de usuarios de manera rentable y eficiente en la modalidad “hogar al 

trabajo”, “hogar a recreación” y/o “hogar a obligaciones” mediante la utilización de 

flotas de vehículos con conductor asignado utilizando para su funcionamiento una 

plataforma en la cual se vinculen usuarios, vehículos, gestores y controladores.  

 

Los objetivos específicos de la propuesta piloto es desarrollar dicha plataforma 

materializando una aplicación de usuario, un servicio de back-office, equipos de 

abordo para vehículos intervinientes, sistema de pago de última generación, etc. Todo 

esto integrando tecnologías ya mencionadas como sistemas de posicionamiento 

global, big data, IoT, blockchain, e-wallets, criptomonedas, etc.  

 

Los componentes en desarrollo dentro del piloto son los siguientes:  

 

- Consumidor: aplicación móvil, sitio web y también dispositivos móviles 

(vehículos).  

- Back-ofice: gestión de solicitudes de viajes, algoritmos de enrutamiento 

óptimos, recopilación de datos de viajes de pasajeros y vehículos, trazado de 

recorridos virtuales, gestión de incidentes, alta, baja o bloqueo de usuarios. 

- Equipo a bordo  en vehículos: dispositivo móvil para la interacción del 

conductor designado con la plataforma, conectada a una central de despacho 

inteligente.  

- Pagos: un sistema de blockchain vinculado a un entorno de criptomonedas 

permite  procesar las solicitudes de viaje a usuarios por el uso de e-wallets, 

tarjetas sin contacto, etc. El vehículo de transporte puede estar equipado con 

un elemento para validar reservas de viajes e identidades de usuarios al 

momento de tomar las solicitudes. Existe la posibilidad de efectivizar las 

transacciones por medio de tarjetas sin contacto y/o móviles como medio de 

pago menos complejos de resolver en cuanto a desarrollo, validación y 

aplicación. 

 

Las entidades públicas deberán poner a disposición del ecosistema la explotación de 

los datos y crear organismos de control, de forma que todos los actores colaboren de 

manera colectiva en la movilidad urbana resultante. Gracias a modelos como el cloud 

esto ya es posible (la sangre del transporte); una plataforma en la nube permite 

intercambiar y consumir información entre sistemas, servicios y proveedores de 

transporte de manera interoperable [20]. Esto, a su vez, permite a los proveedores 

integrarse en el ecosistema, con mínimo esfuerzo y coste, y poner sus datos a 

disposición de servicios y usuarios de forma transparente [21]. 
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3 Conclusiones 

En este trabajo se presentó un sistema  innovador en un ámbito tan complejo y poco 

planificado como el de la ciudad de Córdoba. En él, se involucran actores públicos y 

privados persiguiendo  metas en común y aplicando desde el campo de la ciencia y la 

tecnología conocimiento, herramientas y desarrollos para materializar soluciones de 

Movilidad Urbana Sustentable. Actualmente están implementándose en gran cantidad 

de prototipos y pilotos, en diversas partes del planeta [22], soluciones similares 

atendiendo a necesidades de movilidad urbana mediante living labs [23]. 

 

El ecosistema de desarrolladores tecnológicos locales  no presenta empresas que estén 

trabajando en un servicio idéntico, es por esto lo importante de la vinculación y puesta 

en práctica de concertaciones público-privadas capaces de articular de manera urgente 

estrategias escalables y replicables en el área metropolitana mediante pilotos o living 

labs.  

 

Pueden sumarse a la iniciativa empresas que actualmente brindan servicio de 

transporte tradicional de ómnibus, taxis, remises y transfers en carácter de prestatarios 

de servicios, empresas desarrolladoras de software y hardware, vehículos eléctricos 

autónomos,  inteligencia artificial, desarrollo aeroespacial y/o geo posicionamiento, 

instituciones públicas o privadas, educativas, organismos de gobierno todas afines 

para dar soporte en etapas de investigación, validación y puesta en funcionamiento 

experimental. Es importante mencionar que el ámbito nacional e internacional 

presenta plataformas como Uber, Cabify, Whimm, Ubigo o similares que tienen una 

génesis similar a la que se propone en este proyecto pero que no son necesariamente 

idénticas por naturaleza, funcionalidad, servicio y finalidad. 
 

La propuesta también depende de la financiación para su desarrollo y materialización 

es por esto que un dato no menor es la estrategia de escala y captación de fondos 

desde su origen. Los ingresos van a proceder de varias fuentes dependiendo la etapa 

en desarrollo. El principal es a través del financiamiento privado para el desarrollo, 

posicionamiento y puesta en funcionamiento. Luego una vez funcionando el sistema 

se monetizan los ingresos mediante los pagos efectuados por los usuarios por medio 

del uso de una aplicación, el licenciamiento del servicio a prestatarios y el cobro de 

un canon al estado donde tenga aplicación el sistema. Por último pero no menos 

importante es la inyección de capitales por medio de inversiones públicas o privadas 

en fases críticas de desarrollo del proyecto. 

 

La implementación de sistemas de blockchain e e-wallets permite además, vincular la 

monetización del sistema entre los actores y ofrece la posibilidad de articular y 

efectivizar beneficios extras como exenciones impositivas, reducción de tasas, 

alianzas promocionales entre actores del ecosistema. Todos y cada uno materializados 
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en el uso de criptomonedas, dando seguridad en las transacciones y controlando que 

los usuarios sean los beneficiarios finales de dichos programas. 

     

Los resultados financieros que el proyecto muestre por su naturaleza y el medio donde 

se desarrolla requiere además de trabajo de promoción y validación para atraer 

usuarios y actores interesados en sumarse al ecosistema. El plan de acción de 

comunicación debe centrarse en persuadir a usuarios potenciales a que abandonen su 

automóvil privado y cambien por un modo de transporte más ecológico y de carácter 

público/privado compartido. El poder y la influencia de las redes sociales e internet 

son indiscutibles. De esta manera, la promoción a través de redes sociales, 

plataformas virtuales de estados, organismos u otros sitios web locales será vital para 

persuadir a los propietarios de automóviles privados. Rompiendo el paradigma actual 

el proyecto conseguiría aceptación y por consiguiente funcionamiento. Trayendo 

consigo las fuentes de financiamiento para darle sustento económico a la propuesta. 

 

El proyecto no tiene razón de ser si no se apoya en la internet de las cosas, 

inteligencia artificial, machine learning, big data, geo posicionamiento satelital, 

blockchain, criptomonedas, e-wallets, etc. Pero también el éxito del mismo depende 

de la conciencia social, de la sinergia colectiva, del aporte de conocimiento dado por 

usuarios, los cuales en conjunto deben tomar partida e involucrarse. Por todo lo antes 

mencionado es una propuesta atada a una realidad actual de desigualdades y deberá 

recurrir a la ciencia y la tecnología para dar soluciones al conjunto de actores 

involucrados, en especial a los vecinos de la ciudad de Córdoba, los cuales sufren a 

diario la falta de planificación y respuestas sustentables dentro de un área 

metropolitana que se encuentra atravesada por todas las variables  antes mencionadas. 
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Abstract. The Internet of Things (IoT) has been transforming differ-
ent sectors of society, facilitating the integration of technologies to offer
various types of services that meet the needs of the world. Renewable
energy sector has been involved in this new paradigm. Specifically, this
work focuses on green roof integrated photovoltaic system. These types
of systems offer a scenario of heterogeneous objects that are responsible
for sensing different variables that serve as support for their maintenance,
operation, control and study. Due to the diversity of technologies used,
challenges appear in relation to the integration, storage and processing of
information. In some cases, it is not easy to achieve these processes due
to the connectivity and interconnectivity limitations of the equipment,
associated with the manufacturing family. Therefore, this document aims
to present the design and implementation of a prototype of an IoT ser-
vice platform for monitoring a photovoltaic generation system integrated
with vegetation. In this context, the first challenges of these systems are
addressed from the perspective of IoT and under the enterprise architec-
ture approach.

Keywords: IoT, Enterprise architecture, Photovoltaic system, Green
roof

1 Introduction

The Internet of Things (IoT) is an emerging architecture based on the global
Internet. It facilitates the exchange of goods and services between networks that
belong to a supply chain and ensures the security and privacy of the stakeholders.
It has become a trend in different sectors of industry, engineering, medicine
and society, providing new opportunities for data access, services in education,
healthcare, transportation, etc. Additionally, it has become a key element to
increase productivity in companies through local networks and smart devices
that meet customer needs [1].

The International Telecommunications Union (ITU) indicates that the IoT
is a “global infrastructure at the service of the information society. The IoT pro-
pitiates the provision of advanced services through the interconnection (physical
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and virtual) of things thanks to the interworking of information and communica-
tion technologies (existing and evolving)”[2, 3]. Under this concept, the reference
model of IoT was defined, which was used as a fundamental basis for the devel-
opment of this work.

This model is made up of four layers: the application layer contains all the
IoT applications; The services and applications support layer consists of generic
capabilities that can be used by different IoT applications and specific capabili-
ties that meet the particular needs of each of these; the network layer that offers
network and transport capabilities; and finally the device layer that has device
and gateway capabilities. Besides this, this model also associates each one of the
layers, management and security capabilities in a transversal way [4].

Within this context, a sector involved in the world of IoT is energy. Specifi-
cally, this work deals with Green Roof Integrated Photovoltaic systems (GRIPV).
Photovoltaic (PV) panels embedded in green roofs are green technologies that
provide environmental benefits. On one side, PVs are a low-carbon renewable
energy source; and green roofs mitigate the heat island effect in the cities, improv-
ing air quality, regulating temperature and providing protection to the building
cover, among others[5, 6]. A growing number of studies have shown that their
combination is an interesting option for the use of the roof of buildings. This
configuration jointly takes advantage of the previous mentioned benefits and in
addition the possible synergic effects between plants and PV [7, 8].

GRIPV systems monitoring provides the necessary information for their
maintenance, operation and control, as well as for their study for academic or
industrial purposes. This monitoring involves sensing different types of electrical
and environmental variables, related to PV, the vegetation of the green roof and
the climatic conditions of the site where the system is located. This monitoring
involves a great variety of equipment and technologies and this means dealing
with the incompatibilities and differences that may happen between them. For
example, some equipment is tied to the software and certain functionalities of
the manufacturer. This limits its storage capacity for variables, interconnectiv-
ity with other devices and the integration of information in a database. There
are also other devices that do not have internet connectivity. This always makes
difficult the access to information, the monitoring and off-site controlling.

From this situation arises this work which has as purpose designing and im-
plementing a prototype of a service platform based on IoT for monitoring, control
and study of GRIPV systems, integrating heterogeneous components from var-
ious manufacturers, that allow users and enterprises to select components from
different providers according its availability, devices features and budget or even
local development of them. All this combining the IoT reference model with the
enterprise architecture (EA) under the TOGAF framework. EA is a new compo-
nent that was decided to include to take advantage of the benefits and achieve
an entrepreneurial vision design. This is intended to facilitate decision-making
that may come up for the most diverse reasons [9].

EA dates back to the late 1980s, from which multiple methodologies have
emerged for its development, with a common goal, to put technology at the
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service of the business [10]. The ISO / IEEE defines EA as “The fundamental
organization of a system, included in its components, the relationships between
them and the principles that govern their design and evolution”. In this way, it
becomes a tool capable of aligning the business with information technologies,
going from being a theoretical concept to one applicable for the organization
[11].

Consequently, the platform prototype was proposed from the EA approach
under the TOGAF framework. This framework offers a methodology that allows
continuous improvement of the organization, through the alignment of processes,
data, applications and technological infrastructure. Facilitates and supports de-
sign decisions. Finally, it creates a transferable abstraction of the system de-
scription for everyone involved [12].

Thus, the platform is mainly composed of three layers, the business layer,
the application layer, and the technological and physical infrastructure layer.
Each of them is responsible for attacking specific problems. As a result, a whole
is obtained that adjusts to the needs of the stakeholders, from the capture of
information, its processing and storage, to its visualization.

The rest of the document is organized as follows: Section 2 presents the liter-
ature related to this document. Section 3 describes the case study for which the
platform was designed and implemented. Section 4 shows the methodology de-
veloped together with the deployment of the platform. Finally, section 5 presents
the conclusions.

2 Related literature

GRIPV systems seek to harmonize the use of green roofs in buildings with the
use of PV, which will be each time more essential in green buildings. These two
technologies are recognized in the American system of certification of sustain-
ability of buildings LEED (Leadership in Energy Environmental Design).

In the literature, there are different works that are dedicated to studying the
green roof-PV interaction [5, 6, 8, 13–26]. To this they analyze different electrical
and meteorological variables; but they do not give information about the data
acquisition process and/or the devices used. On the other hand, studies such as
[7, 27–31] allow us to review some details about obtaining the information and
the equipment used.

In general, regarding the device layer, there are sensors and devices with the
capacity to measure electrical and climatic variables. Each of these belonging
to a particular manufacturing family, which facilitates the communication and
data sending to dataloggers compatible with them. In the case of using external
information, for example, that coming from meteorological stations on site or
from microinverters directly connected to the PVs, the integration process is not
referred. Communication technology is mostly wired and there is only one case of
WiFi use and one of Ethernet. Finally, the monitoring center is concentrated in a
computer and there were no specifications on the software for the acquisition of
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information, storage and visualization. Excepting cases where Excel and Logger
Net software were used.

On the other hand, there are also studies that only include the monitoring of
PV systems, some make use of IoT solutions [32–35], and others do not [36–39].
In monitoring solutions that are not associated with the IoT, it is observed that
specific sensors are used in the acquisition and communication layer. These can
be easily connected to a microcontroller and this through an electronic board
transmits the information to a SCADA software. This software is responsible for
the management and processing of information and its display online. The most
common communication technology is ZigBee and wired based, in addition to
the introduction of the Modbus protocol. Finally, in relation to storage, use is
made of specific devices, such as ROM-EEPROM or the online server.

Moreover, there are studies that implement monitoring and control solutions
for PV systems supported by IoT. In these, the layer of devices for sensing
variables and the layer of communication technologies, do not differ much from
the previous works presented. The difference appears in the development of their
own SCADA software and the inclusion of databases for storing information. And
in relation to access to information, it can be consulted directly online.

In summary, according to the works found in the literature that specify details
about the monitoring of GRIPV and PV systems, sensors and devices are used
that allow an easy process of acquisition and sending of data. In general, all
of these belong to the same manufacturer or are compatible with each other
through common communication protocols. Therefore, in cases like these, the
centralization of information is simpler. The data is sent by all the equipment to
a data acquisition card that oversees communicating with the monitoring center
and with the SCADA software. At this point, it is stored and displayed, generally
online.

Consequently, the systems found do not present great challenges in terms of
technology integration. In general, the devices used belong to the same family of
manufacturers or, at worst, they are compatible with each other. This facilitates
the tasks of sending and receiving information, processing and storing data, and
viewing. Therefore, this work focuses on a system made up of various technolo-
gies. The objective was to achieve the connectivity and interconnectivity of the
devices to the IoT network and with it the offer of different services that meet
the needs of the stakeholders.

3 Case of Study

At the Universidad Industrial de Santander, the line of GRIPV systems has
been developed. For the deployment of this type of research, the conditions for
experimentation have been created on the terrace of the Electrical Engineering
building of this institution. The GRIPV system, case of study of this research,
is installed in this building. Figure 1.

The GRIPV system (at the date of this work) has a photovoltaic system
with a capacity of 9,63 kW, associated with 37 panels. Each of these panels
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has an associated M250 Microinverter from the manufacturer Enphase Energy,
whose functionality is to deliver information on the photovoltaic injection to the
electrical system.

Fig. 1. GRIPV system of the Electrical Engineering building

Enphase microinverters make use of the Enlighten platform, provided by their
manufacturers, to supply information on the power delivered by each PV panel.
This task is carried out with a time window of 15 minutes, allowing remote
monitoring of the system. These teams are connected to a device called Envoy
through AC power lines and this in turn with the router in situ, to transmit the
data to the platform.

There are also two types of advanced energy meters. The AcuRev2020 meter
performs measurements in real time, supports the open RS485 communication
protocol (Modbus RTU) and has proprietary software. This allows you to config-
ure it, monitor some of the variables in real time and download the information.
And on the other hand, the Acuvim IIR multifunction digital power meter, which
also supports the Modbus RS485 communication protocol (or optional Ethernet
port) and all its power and energy parameters are visible through the software
provided by the manufacturer.

In addition to this, there is an intelligent irrigation system for the green
areas of the roof. The control of this system is carried out based on the level
of soil moisture in each area. In addition, the soil temperature of each zone,
the ambient temperature and the interior temperature of the boxes where the
automation system is located are monitored. All this is done through humid-
ity and soil temperature sensors, ambient temperature sensors and temperature
sensors inside the control boxes. The control system is based on a core module
(Arduino development board) and four sub modules (Arduino NANO board).
These boards are responsible for receiving the data directly from the sensors
and sending them to the central module through the XBee S2 module. In this
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last module, the necessary control actions are carried out, associated with each
irrigation technique. The communication protocol used is ZigBee.

In this scenario are the initial challenges that are presented in GRIPV systems
from the point of view of ICT. For the development of the different research works
carried out on this type of system, a variety of devices are used, which makes
the processes of data integration and the storage, processing and visualization
of information more complex. All of this as a result of the connectivity and
interconnectivity limitations of each of the components used for sensing variables,
derived from the manufacturer or the technology they use.

In this context, we sought to resolve this type of conflict through the IoT,
which precisely provides space for practically anything. The solution is pro-
posed through a support platform open to different types of sensing and control
technologies. And also, to those that take advantage of the cloud and offer the
possibility of developing their own applications for end users with different needs.

4 Development of IoT services

This new horizon offered by the IoT brings with it various challenges. In this
work it has been decided to address the modeling of the connectivity and in-
terconnectivity of the devices to the IoT network. And in addition to that,
their interaction with the services they will offer to achieve applications that are
adapted to needs.

The solution proposed in this work for the interconnection of heterogeneous
and ubiquitous objects, within the context of a photovoltaic generation system
integrated with vegetation, is an IoT platform. This is responsible for supporting
the unidirectional and/or bidirectional communication of the different devices.
This seeks to meet the requirements of the stakeholders through the services
developed.

This platform is designed in a modular way so that it can be extended by
incorporating different modules. In addition to allowing a centralization of in-
formation acquisition, storage, processing and visualization services, through a
web application that facilitates all these tasks.

In this way, the design and implementation of this prototype of an IoT ser-
vice platform is developed under a methodology that combines the enterprise
architecture approach and the IoT reference model. With this, it is possible to
systematize the processes associated with the monitoring and control of this type
of systems that use different sensing, measurement, control and communication
technologies.

The methodology developed is briefly presented below, followed by a descrip-
tion of the design and implementation of the IoT service platform.

4.1 Methodology for the Development of IoT Services

The proposed methodology is part of the EA approach integrated with the IoT
reference model. The TOGAF framework is taken as a reference because it allows
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the generic development of architectures through its ADM method. These archi-
tectures can be modified and adapted to the changing needs of all stakeholders.
In Figure 2 it is possible to see the general vision of the proposed methodology.

Fig. 2. Overview of the proposed methodology stages

The methodology has three main stages: Definition of the context of the
problem, Design of the architecture and Implementation of the architecture.
These stages feedback each other in order to carry out a continuous evaluation of
the results of each process, so that they can be contrasted with the requirements
set by all stakeholders.

The first stage of the methodology (Defining context of the problem) refers to
the global vision of the business. This is understood as any activity, occupation,
system or method whose main objective is to obtain an economic benefit [40]. But
this definition is also extended to also include the value of academic productivity
and research. This achieves the development of services that are useful for society
in general and may in the future be a source of income for the same sector.

Clarifying this concept, this stage, fundamental basis for the design of the IoT
service platform, consists of four steps: current state of business, identification
of stakeholders, business requirements and feasibility evaluation.

The next stage (Architecture design) is attacked from an EA approach, with
the purpose of approaching the development of IoT services from another point
of view. It aims to guide the transformation of systems into intelligent envi-
ronments, aligning the interests of stakeholders with the new paradigm of IoT.
Putting this vision into an architecture that responds to the agility and flexibility
needs that the digital world today demands.

EA is developed around three dimensions, the business dimension, the appli-
cations dimension, and the technological and physical infrastructure dimension.
Each of these dimensions make up the layers of the architecture shown in Fig-
ure 3. The layers are composed of reusable architectural building blocks through
which the creation of more specific architectures is possible. The architecture de-
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sign is developed under the open and independent modeling language ArchiMate
for enterprise architectures [41].

Fig. 3. Layers of the architectural model

Finally, the last stage (Architecture implementation) consists of modeling
and prototyping the system. These must be approved by all stakeholders, in an
iterative evaluation process that leads to the desired final product.

4.2 Design and Implementation of the IoT Services Platform

This section presents the design and implementation of the IoT service plat-
form for the use case system. The platform prototype implemented through the
proposed methodology is responsible for the centralization of all the data from
the different devices and sensors and/or actuators. As a result, interaction and
communication between them is possible through the creation of a ubiquitous
network. This network solves the problem of interconnection of heterogeneous
objects. This platform supports object registration, sending, receiving and pro-
cessing of data and information management of the entire GRIPV system.

Definition of Problem Context In this first stage of the methodology, the
current state of the business is described. In this case, reference is made to the
GRIPV system installed on the terrace of the Electrical Engineering Building
of the Universidad Industrial de Santander. The monitoring of this system is
carried out thanks to various equipment and devices, which make use of different
communication, storage and data download technologies.

The information from all the equipment in the system is managed in a de-
centralized way. This implies that data must be manually integrated for further
analysis. This is time consuming work that requires constant human supervision
and long periods of work.
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This problem is the starting point to envision a service platform that meets
this initial need for the GRIPV system. Achieving centralized management of
the information from the different devices that make up the system is the basis
of the challenges to be faced. The first one is the connectivity of all computers
to the internet. Then, centralized and remote access to information. Finally, the
processing and visualization of the information.

Once the current state of the business was described, the stakeholders were
identified, they are represented by the members of the GISEL and RadioGIS
research groups, attached to the institution. After the layers of the architecture
had been explored, the functional and non-functional requirements that platform
prototype must meet were formally established with each of the research groups.
This is an essential task that allows to technically capture the needs detected
for the efficient management of the GRIPV system.

Finally, in the last step of this stage, the functionality and needs presented
by all stakeholders and future users were inspected by the designer with the
support of experts in each of the relevant areas. Their analysis showed that the
development of the prototype of a service platform based on IoT for the monitor-
ing of a photovoltaic generation system integrated with vegetation is technically
feasible and achievable. In addition, the interconnection of the heterogeneous
objects of the system is recognized as a challenge, which goes hand in hand with
the current challenges of the IoT.

Architecture Design The architecture design modeled with the Archi tool,
under the three dimensions proposed in the methodology, can be seen in Figure
4.

The business dimension represents the final product that is delivered to the
client, a website that allows access and administration of the entire system. This
is made up of two components, the IoT service user and the access interface to
the IoT service.

The applications dimension is responsible for establishing a bridge between
the applications that the user uses and the subjacent layer that supports the
transmitted information. This dimension is made up of two main elements, the
database server and the application server. These two components share an
application collaboration element, which represents precisely the joint work they
carry out to support the services that are delivered to the end user.

The last dimension of the architectural model is the technological and physi-
cal infrastructure, mainly made up of the IoT terminal node, the server node, the
development devices node and a component for connecting external platforms
through the network.

Each of the nodes represent both computational and physical resources. They
are the basis of the entire system, as they are responsible for supporting send-
ing and receiving of information, storage and processing data and application
development.

In this way, the modeling of each of the dimensions of the architecture results
in the architectural model of the prototype of the platform. The overview of all
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the layers allows to appreciate each single components of the architecture. In
addition, it shows how these are related to each other within their own layer and
outside of it and with the components of the other layers.

Fig. 4. Architectural model of the IoT services platform

Architecture Implementation It presents the implementation of the archi-
tectural model developed. At this point it is important to clarify that each of the
layers of the architecture can be developed in parallel, since all the specifications
and mapping of each of the components are available.

Technological and Physical Infrastructure Layer

The implementation of this layer covers the entire technological and physical
infrastructure. These components are responsible for capturing and collecting
data that will be used as input from the upper layers.

Each of the equipment, sensors and/or actuators of the system was mainly
identified. All the objects that will be connected and from which the data will
be obtained, in order to identify those that are IoT terminals and those that
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are not. Once the differentiation of the system equipment has been carried out,
there is an inspection for the first group of the information transfer process they
offer, to connect them to the IoT network. And in the case of the second group,
the devices are equipped with the capabilities of an IoT terminal, represented in
the architectural model of this layer. Internet connectivity has main priority.

Once each of the system devices were adjusted to the IoT terminal model,
the equipment that supports the server node and development equipment were
reviewed to complete this layer.

Application Layer
In this layer are all the components in charge of supporting the interface

between the underlying network that contains all the transmitted data and the
applications of which the end user works with. The data storage and processing
tasks oversee the server with Linux Mint operating system and a GNU / Linux
community distribution. This is located within the facilities of the Electrical
Engineering Building.

The installed database server corresponds to MySQL. The database was cre-
ated subject to the requirements of the GRIPV system and supports the intelli-
gent irrigation system and the energy meters of the entire photovoltaic system.
On the other hand, the application server refers to an Apache Tomcat, which
oversees the IoT service, under the client-server model.

Business Layer The business layer is the final product, a website (see Figures
5, 6 and 7) . It runs within the application server and can be accessed from
any browser or web device. This application handles two types of access, one
public where it is only possible to consult the information that does not handle
any confidentiality restriction. And another type of private access that grants
permissions to consult and download information from the system.

Finally, this effort results on a fully integrated GRIPV system along with
an IoT platform which website allow users to access public and private infor-
mation to monitor, storage and control the system using electrical variables of
the building, generation and injection variables from solar panels and micro-
inverters, meteorological variables (humidity and temperature) and irrigation
variables (soil moisture and temperature).

5 Conclusions

The synergistic sum achieved with the inclusion of EA in the development of
IoT services, provides concepts, models and instruments to face the challenges
represented by the articulation of stakeholder requirements and business pro-
cesses with ICT areas. Consequently, it is possible to generate greater value,
improve performance, communication and integration in the alignment of tech-
nology with the business. In addition, it was proven how EA can also be adapted
to the development needs of IoT services for GRIPV systems.

In this work, it has been demonstrated by construction that it was possible to
develop an architecture for GRIPV systems, with an EA approach and based on
the IoT reference model. The architecture presented in this work is a contribution
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Fig. 5. View of the variables associated with the microinverters of the photovoltaic
system

Fig. 6. View of variables associated with advanced energy meters

Fig. 7. View of Management of smart irrigation system
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to existing architectures in the Internet of Things community. At the time of
development of this work, no works have been found that cover the structure
that a GRIPV system must have.

Additionally, the implemented prototype achieves the integration of data
from the different equipment and sensors that make up the GRIPV system.
This becomes a breakthrough for the field which works on connectivity and in-
terconnectivity of heterogeneous objects. Likewise, the platform prototype under
the developed architectural model facilitates the integration of new and varied
devices to the system.
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Abstract. Facility location mathematical models deal with different kinds of is-

sues (from telecommunication to transportation), mostly focused on economic 

criteria. However, there is increasing pressure for including environmental as-

pects in the decision-making process, either at corporate or governmental sectors. 

Then, this paper aims to identify whether (and how) the literature about facility 

location in logistics, published in the Web of Science database, has been dealing 

with the environmental concerns in the mathematical models. We performed a 

systematic review to propose a framework of the environmental criteria and the 

main features of the investigated mathematical models. In the end, it can be noted 

an increase in the studies considering environmental aspects, although they still 

represent a small number of papers published about the subject (6.6%). Besides, 

the most evaluated environmental aspect is CO2, which can be explained by in-

ternational agreements and legislation. We emphasize that there are still gaps to 

be filled, especially with concerns to models for strategic governmental planning. 

Keywords: facility location, carbon emission, optimization 

1. Introduction 

Facility location is a critical decision to the strategic design and planning of logistics 

networks [1-3], since it can influence in the operational aspects of a corporate and in 

the success of the whole supply chain (and the transversal chains). Besides, it is also 

crucial for the planning of the public sector [2]. Nevertheless, the design of logistic 

networks (involving facility location, allocation of "customers" to be served from the 

facilities and their operations) have substantial economic, environmental and social im-

pacts. Different kinds of facility location problems have been covered by relevant pa-

pers as [1; 4-20]. However, none of them deals with environmental and/or social con-

cerns. 

Despite all the evolution of the Operational Research (OR) area, the main criteria 

considered in mathematical models are still the cost, time and/or distance between the 
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points of production and consumption [2, 21-25]. Traditionally, the mathematical mod-

els aimed at minimizing cost or maximizing profit, while environmental and social ef-

fects have attracted limited attention of the facility location literature [3; 26-27]. It can 

be explained by the difficulty in measuring the social and environmental dimensions 

[14,17,28,29]. Therefore, considering them has been identified by [15,17,20,30,31] as 

a challenge for the new models in OR. [26] agreed that this area should focus on more 

comprehensive aspects of eco-efficiency and the carbon footprint, while [32] defend 

the need to introduce and investigate the environmental policy instruments in the supply 

chain planning. 

In this sense, we realized that the companies and government have been pressured 

by public opinion to propose actions aiming to reduce the environmental impacts of 

different kinds of operations. As a result, there had been developed stringent legislation 

and regulatory mechanisms, especially, aiming to reduce greenhouse gas (GHG) emis-

sions worldwide, in an attempt to tackle climate change [2,32-37]. 

Then, this paper aims to answer the following question: how is the scientific litera-

ture about facility location in logistics dealing with environmental concerns? Therefore, 

we aim to identify whether and how the scientific literature about facility location in 

logistics has been dealing with the environmental concerns in the mathematical models 

published in Web of Science (WoS) from 1968 to 2017. Based on that, this study pre-

sents a framework of environmental indicators found in the papers evaluated and the 

main features of the investigated mathematical models. 

We highlight that the coverage of this research includes only the papers published in 

the Web of Science database until 2017 and the results are directly influenced by the 

keywords selected to the review. Although the main objective of this paper is not to 

evaluate the social aspects, during the proposition of the environmental framework, we 

discussed the social aspects found in the database, especially those that perform sus-

tainable analysis of facility location. 

We emphasize that, although comprehending the environmental aspect does not ful-

fill the existent gaps to develop sustainable mathematical models on facility location, 

we believe that understanding how to deal with the environmental concerns is a step 

toward the desired sustainable development.  

From this Introduction, this paper presents the methodological procedures (Section 

2), followed by the main findings (Section 3) and, finally, the final considerations.  

2. Methodological Procedures 

Based on relevant papers in OR area that deals with facility location, we selected the 

most relevant keywords to perform the survey. WoS repository was chosen due to its 

satisfactory coverage, being used in papers with similar methodology as [38]. The pa-

rameters of the search are listed in Table 1.  

We have not included any environmental keyword since we decided to gather all the 

papers published about the subject and, then, select our frame of analysis. By doing it, 

we reduced the error associated with the elimination of papers that could be related to 

the theme but does not use a specific environmental word as its indexation terms. In the 
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approach adopted, we could select those who had any environmental keyword among 

all the papers published. Considering that we did not know, a priori, how the scientific 

literature is dealing with the environmental aspects, we believed that it was the widest 

procedure to review precisely the papers published in the database select. 

 
Table 1. Description of the search in Web of Science (WoS) database 

Criteria Description 

Topic TS = (“facilit* locatio*” OR “hub* locatio*” OR “p-median” OR 

“set covering proble*” OR “p-cent*” OR “maximal cover*”) 

Database Web of Science 

Indexes All the database indexes, except for books indexes 

Temporal coverage All years until 2017 

Refinement None, the search included papers of all areas registered in WoS 

Search date 25 of April, 2018, at 2:25 p.m. GTM -3 

 

Once the data was gathered, we removed those papers that were not related to logis-

tics or transportation. Then, from 8.328 papers reported in the search, we considered 

7,773 that was related somehow to the subject. Among them, only 217 had keywords 

related to environmental concerns (2.8% of the paper). Those keywords were catego-

rized into ten classes: (i) emissions and its policies; (ii) energy; (iii) solid; (iv) green 

logistics; (v) land use; (vi) water; (vii) biodiversity; (viii) Life Cycle Analysis (LCA); 

(ix) climate change; and (x) performance (eco-efficiency). Then, the data were treated 

by using descriptive statistical analysis and considering the systematic review tech-

niques. Therefore, from the 217 papers with environmental keywords, we had open 

access to 129. After reading each of them, we selected for the systematic review, only 

those applying environmental criteria in the mathematical optimization models. The 

main findings are described in Section 3. 

3. Main Findings 

Among the 217 papers indexed by environmental keywords, we realized that interest 

of the scientific community (universities, governmental agencies and companies - with 

emphasis to the first) in including environmental concerns in the mathematical models 

is recent. The first paper about facility location was published in 1968, but only in 1995 

(27 years later), we found the 1st paper mention to environmental keywords (Figure 1). 

From 2012, it can be noted an increase in the studies considering environmental as-

pects. Nevertheless, they still represent a small number of papers published about the 

subject (6.6% in 2017, e.g.). In Figure 1, the line represents the accumulated growth of 

the publications that have, at least, one environmental keyword, revealing an increasing 

tendency. It could be explained by the intensification in the researches and forums ded-

icated to the environmental preservation (as Paris Agreement) and by the recognition 

that adopting environmental criteria in the operations (manufacture, transport, supply 

chain design etc.) is a step toward the sustainable development. We also emphasize that 

the1st paper mentioning specifically the term "sustainability" was published in 2010. 
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Regarding the 129 papers with open access, we proceed with a systematic review 

aiming to find which environmental criteria were dealt the most in the papers published 

and how they were included in the mathematical models. Among them, we verified that 

some papers do not apply nor develop mathematical models of optimization, adopting 

multi-criteria techniques, as Analytic Hierarchy Process (AHP). 

 
Fig. 1. Temporal evolution of publications about facility location and environmental 

criteria 

 

Some of them do not investigate the facility location and others are focused in dif-

ferent areas than logistic, especially, telecommunications. Besides, the analysis in-

volves different areas, although the bias is mainly from the corporate standpoint, focus-

ing on the supply chain. Then, from the 129 papers, we selected only those that deal, 

somehow, with the green facility location problem (resulting in 47 papers). 

Among them, [39] and [3] are not in Table 2, because present literature reviews. The 

former conducted a survey from 1990 to 2011, aiming to understand what sustainable 

aspects are involved in the facility location decisions of the manufacturing process. The 

latter makes a survey of papers that included social and/or environmental criteria in the 

methods and models dedicated to design and planning of the supply chains. 

Table 2 summarizes the features of the analized papers. There are models with a 

single objective function (aiming to minimize the total cost, including the environmen-

tal cost, for example), bi-objective (most of the time, one economic and other environ-

mental) or multi-objective. Although most of them are multi-echelon (76%), they are 

dedicated to a single product (58%) in a specific period (82%), not considering the 

possibility of intermodality (87%). Besides, it is verified the chosen for deterministic 

variables (76%) and scenarios or sensitivities analysis are performed to deal with the 

randomness of the data (80%). About the types of facilities to be located, they vary in 

complexity and number of echelons. Most of the papers are dedicated to the design of 

a closed-loop supply chain aiming to identify the optimal location of manufacture (or 

remanufacture) centers and/or distributions centers (or warehouses). 
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Table 2.  Main features of the analyzed papers 

Paper 

Features of the mathematical model Features of the case in study 

Model Optimization objective Product Period Echelon Variables 
Environmental criteria Transport  Inter-

modal? 

Sensitivity 

[40] O, B Cost, CO2 emission, LCA M S  M D CO2 emission and dimensions of LCA R No Yes 

[41] B Cost, including those related to CO2 emissions M S M D CO2 emission R, F, Me Yes Yes 

[30] B Cost and customer satisfaction M M M D Recycled spare parts None No Yes 

[27] Mt 
Cost, environmental impact (carbon emission, 

waste and water consumption), social impact 
S S S E 

Carbon emission, waste generation, 

water consumption and land use 

R, F, Me, 

Ar 

No Yes 

[33] Mt Net present value - NPV, LCA M M M D CO2 emission and dimensions of LCA None No Yes 

[26] Mt LCA, service level, carbon emission M M M D, E Carbon emission R, Me, Ar No Yes 

[42] Mt Revenue, costs, CO2 emission, social incidents M M M D CO2 emission R No Yes 

[43] O Cost S S M E CO2 emission None No Yes 

[44] O Cost, including those related to CO2 emissions M S M D CO2 emission None No Yes 

[45] O Cost, including those related to CO2 emissions S S M D CO2 emission None No Yes 

[46] Mt 
Cost, GHG emission, energy and material recov-

ering 
S S M D 

GHG emission (CO2 and CH4) None No No 

[32] Mt Cost, environmental score, social score M S M D Environmental score R, F e Me No Yes 

[34] O Cost, including those related to CO2 emissions M S  M D Carbon emission R, F, Me No No 

[35] B Profit, number of trucks  S S M D Carbon footprint R No No 

[47] O Cost and carbon credit S S S D CO2 emission None No Yes 

[48] O Cost, emission, acceptance of community S S S D Emission of pollutants R No No 

[49] Mt Noise, coverage, trip time N/A S S D Noise Ar No No 

[50] B Cost and CO2 emission  S S S D CO2 emission None No Yes 

[51] B Profit and carbon footprint M S M E CO2 emission None No Yes 

[52] O Cost, including environmental S S S D None R No Yes 

[53] B Categories of impact of LCA and NPV S S M D Midpoint impact of LCA None No Yes 

[54] O Cost and CO2 emission  M S M E CO2 emission D, R, F No Yes 

[29] Mt Cost, involving emissions, noise and network S S M D, E Energy consumption and noise R No No 

[55] B Profit and environmental impact M M M D Midpoint impacts of LCA R, Ar, Me Yes Yes 

[56] Mt Profit, LCA, number of jobs created M M  M D Midpoint impacts of LCA R, Ar Yes No 

[57] Mt Cost, responsiveness, CO2 emissions S S M D CO2 emission R No Yes 

[58] B Cost of network, operator and CO2 emissions S S M D CO2 emission  R No Yes 

[59] O Cost M S M D Recycling None No Yes 

[60] Mt Profit, LCA, jobs created M M M D Impact of LCA R, D No No 

[61] B Cost and energy consumption S S M D Energy consumption None None Yes 

[62] O Total cost, including carbon emission S S M E CO2 emission None No Yes 

[63] B Profit and carbon emission S S M D Carbon emission R, Ar, Me No Yes 

[37] B Cost and CO2 emission M S M D CO2 emission None No Yes 
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Table 2.  Main features of the analyzed papers 

Paper 

Features of the mathematical model Features of the case in study 

Model Optimization objective Product Period Echelon Variables 
Environmental criteria Transport  Inter-

modal? 

Sensitivity 

[64] Mt Cost, CO2 emission, service level  S S S D CO2 emission R No Yes 

[65] O Energy consumption S S S D 
Energy consumption and CO2 emis-

sion 

R No No 

[66] Mt 
Cost, CO2-eq emission, service level and social im-

pact 
S S M D 

CO2-eq emission R, F, Me Yes Yes 

[67] Mt Cost, CO2 emission, waste generation  S S  M D CO2 emission and waste generation None No Yes 

[68] Mt Cost, CO2 emission, waste generation S S M D CO2 emission and waste generation None No Yes 

[69] O Cost, including those related to CO2 emissions S S M D, E CO2 emission  R, F No Yes 

[70] Mt Cost, emission of CO2, service level S S S D CO2 emission R No Yes 

[71] Mt Cost, CO2-eq emission, jobs created M S M D CO2-eq emission R, F Yes Yes 

[72] B Cost and carbon trade M S M E CO2 emission None No Yes 

[36] Mt Cost, environmental and social impacts M M M E 
CO2 emission, fuel consumption and 

energy waste 

R No Yes 

[73] O Disutility (risk aversion) S S S D,E CO2 emission F, R, Me Yes Yes 

[74] O Cost, including those related to CO2 emissions S S S D CO2 emission None No No 

Note: It presents the type of the model (O – single objective, B - bi-objective and M -multi-objective), the optimization objectives, the kind of decisions covered and if the variables are deterministic 

(D) or stochastic (E). It also presents if the model is multi-period, multi-product and multi-echelon (where S and M represent, respectively, single and multiples) and specific features of the case 

in the study: modes of transport (R - Roadway, F - Rail, Me - Maritime, Ar - Air), if the intermodality is considered in the transport network and if scenario or sensitivity analysis are performed.
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About the optimization objective, minimizing costs was the most common goal of 

economic dimension, with 33 records, while minimizing CO2 emissions (cost and/or 

credit) stands out in the environmental dimension with 28 records. When the social 

dimension is evaluated, the most recurrent indicator is the "number of jobs created". 

Regarding specifically the environmental aspect, we identified the following con-

cerns: emissions (CO, CO2, CO2-eq, GHG and pollutants), carbon policies (carbon cap, 

carbon tax, carbon cap-and-trade), carbon footprint, application of LCA, fuels con-

sumption, consumption and recovering of energy, noise, waste generation, recycling 

and recovering of materials and use of recycled materials. Besides, one of the papers 

[32] attributed environmental scores, in their mathematical model, according to experts' 

opinion. However, the most recurrent criterion in the models is carbon emission. 

About the sensitivity analysis, there are different of approaches. [30], for instance, 

allocate different weights in the Objective Functions of their bi-objective model, while 

[32] and [73] propose different scenarios changing the parameters adopted in their case 

studies [29] and [51] deal with uncertainty in the decision process by applying Fuzzy 

Logic. In a specific environmental approach, [40] adopt different carbon costs as a pa-

rameter of the mathematical model in the three scenarios established. Similarly, [43] 

propose five scenarios: one deals with the carbon cap policy; another varies that social 

index and the other three evaluate changes in the probability parameters of the model.  

We highlight that there are still gaps to be filled, especially with concerns to models 

for strategic governmental planning. Most of the time, the analysis is performed from 

a business standpoint, seeking a design that reduces the cost or increases the supply 

chain's profit. Once presented the mapping of the papers, Sections 4.1 to 4.5 are dedi-

cated to present how they deal with the environmental aspect. 

 

3.1 Indirectly Approaches 

Among the papers of Table 2, we verified that some papers deal with the environ-

mental concerns indirectly, which means that there is no environmental parameter or 

variable in the mathematical models [30,35,49,52]. For example, [30] consider that the 

collection and the reuse of material, as well as the proper disposal of waste, are eco-

friendly actions. The authors assume that by determining the number of items for recy-

cling, their model can be considered eco-friendly, although it should be adequately as-

sessed since the activities involved in recycling can cause environmental impacts. 

[35] also assumes that recycling is a green action that should be encouraged. Then, 

they study the reverse flows in a closed-loop supply chain, considering that the users 

have financial incentives to return the product, at the end of its useful life. So, it would 

be designated to reuse, recycling or final disposal. About the CO2 emission, they con-

sider that reducing the number of trucks used in the transport of the products in the 

forward supply chain reduces the environmental impact (but it is not measured). 

In a similar approach, [52] consider that the use of remanufactured products could 

reduce some environmental impact (as natural resources depletion), but it is not directed 

treated in the mathematical model. Analogously, [59] assume that recycling consumes 

less energy than the traditional process of producing paper so that it would reduce the 
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consumption of natural resources and pollution; but it is not measured. Then, their 

model aims to maximize the amount of paper collected and assigned to recycling.  

The approaches of these papers might not be the most appropriate since they do not 

measure the environmental impacts or the results of the proposed actions. Nevertheless, 

the papers show interest in the international literature in considering the environmental 

impacts in the optimization models that design supply chains. 

 

3.2 LCA Assessment 

Although [3] state that LCA is the most used technique to evaluate the environmental 

aspect in the decision-making, the literature review showed few papers that apply this 

technique in the optimization models related to facility location [33,40,51,55,56,60,71]. 

It can be justified by the fact that obtaining environmental data and modeling the whole 

supply chain is a challenge. Therefore, it easier to deal with some environmental objec-

tives, constraints, or parameters instead of evaluating the whole supply chain [3].  

It is relevant to emphasize that the optimization models that adopt LCA to measure 

the environmental impacts, usually, has its application restricted to the context under 

assessment [3], hardly ever being applicable to other realities since the results of LCA 

are highly dependent of the system's boundaries and the functional unit chosen. 

 

3.3 Sustainable Evaluation 

Among the papers of Table 2, seven perform a sustainable analysis considering so-

cial, environmental and economic parameters in the mathematical models. Besides 

dealing with the traditional economic impact (supply chain's cost), [32] assign scores 

to the environmental and social impacts of the suppliers, which were defined based on 

experts' opinions. Regarding the environmental dimension, the most relevant aspects 

are "alternatives sources of energy", "water consumption" and "GHG emission".  

[36] propose a model to support the strategic and operational planning of a closed-

loop supply chain (e.g., location-allocation decisions jointly with inventory manage-

ment and routing). The social aspects are measured in terms of "number of jobs created" 

and "balanced economic development", while the environmental ones are "CO2 emis-

sions" and "energy consumption".  

[60] and [71] study the fuel supply chain, the former focus on biorefinery and the 

latter plan the design of lignocellulose ethanol supply chain. In both, the economic di-

mension is measured in terms of profit, the environmental impact is evaluated by ap-

plying LCA and the social impact is related to the number of jobs created. 

The model proposed by [27] aims to minimize the costs and environmental impacts 

and, at the same time, maximize the social utility. The authors deal with the environ-

mental impacts in two ways: (i) an environmental Objective Function that measures the 

CO2 emission and waste generation; and (ii) a constraint that restricts the water and 

land consumption. The social utility is measured in a specific social Objective Function 

that sums the values related to job equity distribution, development equity, security 

level and medical access level. 
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[66] and [43] apply multi-criteria techniques to evaluate the social impact. [66] per-

form a sustainable analysis by proposing a multi-objective model to determine the de-

sign of a wine supply chain. The first objective evaluates the total costs (transportation, 

building and operating facilities and so on), the second evaluates CO2-eq emission from 

transport activities in all echelons of the supply chain and the third measures the social 

impact of suppliers and facilities. The social impact is generic measured by a score and 

the authors state that they are related to employment or regional impact, but the calcu-

lations are not detailed in the paper. In the case study, the assigned score to the social 

dimension is based on an adaptation of AHP. 

In [43] model, the environmental (CO2 emission) and social (related to suppliers' 

performance) impacts are treated on specific constraints. The differential of this pro-

posal is how the social dimension is treated: they transform qualitative factors in a so-

cial index, by applying a combination of TOPSIS and AHP multi-criteria techniques.  

We highlight that some papers appeal as a sustainable proposal, but the model de-

veloped does not incorporate the three dimensions that compose the sustainability con-

cept (economic, social and environmental). It is related to a conceptual confusion that 

remains in the scientific fields: the process or activity is considered sustainable when 

including the environmental aspect in the planning or evaluation, even if it does not 

consider the social impact. [73] and [29], for example, claim to be sustainable but do 

not include any social indicator in their model.  

 

3.4 Carbon Emission and Regulatory Policies  

Since CO2 emission is the major concern of the papers found in Table 2 (31 of 45), 

Table 3 summarizes how the papers surveyed dealt with carbon emission, highlighting 

some features of the mathematical models and indicating if any carbon policy is con-

sidered. According to Table 3, CO2 is mostly treated as an emission (in 29 papers), but 

it is also measured as cost in 13 papers. Five papers considered both: CO2 in terms of 

tons emitted and as cost. The papers are mainly concerned with the emissions from 

transport (29 records). Nevertheless, since a significant amount of papers are focused 

on supply chain (closed loop or not), the emissions from operation (forward, as manu-

facture, or reverse, as recycling) are also accounted for in 15 articles. Besides, 13 papers 

consider the facility's emissions during the construction and opening and/or operation. 

However, most papers do not explicitly consider the carbon policy, even if some of 

them (papers marked with x(1) in Table 3) deal with carbon tax in the analysis, by pro-

posing models where carbon emission is charged. The policy addressed the most is 

carbon trade (in 9 papers), followed by carbon cap (in 8 papers). The scarcity in models 

involving those policies can be explained by Figure 1 (that indicates the recent interest 

of the scientific community for this subject) and to the youth of these initiatives. For 

instance, the Paris Agreement was launched in 2015 and ratified in 2017. It is important 

to highlight that Paris Agreement (Article 6), established the basis for the operation of 

international carbon markets, reinforcing targets, transparency and accountability. It 

raised the relevance of carbon trade (or carbon cap-and-trade) as a tool to help the par-

ties involved in the agreement achieve the emission reduction targets, by using the car-

bon trading market. For further information, see United Nations (2019). 
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Table 3. Treatments given to CO2 in the papers surveyed 

Paper 
Measuring of CO2 CO2 in the Mathematical Model Emission Sources Carbon Policies 

As emission As cost Objective Function Constraints Both Supplier Operations Transport Facility Carbon cap Carbon tax Carbon trade None 

[40] x x   x x x x Operation x  x  

[41] x  x   x x x Opening, Operation    x 

[27] x  x     x     x 

[33] x x   x Not specified x  x  

[26] x    x  x x Operation    x 

[42] x x x   x x x    x  

[43] x   x  x x x Operation x    

[44]  x x   x x x Operation   x  

[45]  x x     x  x  x  

[46] x  x      Operation    x 

[34] x x   x  x x Operation x x x  

[47] x x   x  x x  x  x  

[48]  x x     x Operation    x(1) 

[50] x  x     x Operation    x 

[51] x  x     x     x 

[54]  x x    x x   x   

[57] x  x     x     x 

[58]  x   x   x     x(1) 

[62]  x x    x x Opening, Operation x  x  

[63] x  x    x x     x 

[37] x  x    x x Opening, Operation    x 

[64] x  x     x     x 

[66] x  x     x     x 

[67] x  x    x x     x 

[68] x  x    x x     x 

[69] x  x     x     x 

[70] x  x     x     x 

[71] x  x   x x x Operation    x 

[72] x x   x  x x Opening, Operation x  x  

[73] x   x    x     x(1) 

[36] x  x     x     x 

[74]  x x     x     x(1) 
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3.5 Solution Techniques 

Regarding the main solution techniques, Table 4 shows that Branch-and-Bound is used in 

11 papers, mostly combined with weighted objective functions (multi-objective prob-

lems), as well as e-constraint, which also appears in 11 articles. Genetic Algorithms are 

also recurrent, appearing combined (or not) with other techniques in 5 papers. 

 

Table 4. Solution Techniques applied in the surveyed papers 

Paper Solution technique 

[40] Branch-and-Bound 

[41] Weighted objective functions + Branch-and-Bound 

[30] Weighted objective functions + Branch-and-Bound 

[27]  e-constraint 

[33]  e-constraint 

[26] Goal Programming 

[42] Goal Programming 

[43] Combined AHP and fuzzy TOPSIS methods + Nonlinear Solver SNOPT 

[44] Branch-and-Bound 

[45] Lagrangean Heuristic 

[46] Lexicographic Minimax 

[32] Stochastic Fuzzy Goal Programming 

[34] Branch-and-Bound 

[35] Weighted objective functions + Branch-and-Bound 

[47] Generalized Reduced Gradient 

[48] Weighted objective functions + Branch-and-Bound 

[49]  e-constraint 

[50] SEAMO2 + Lagragean Relaxation 

[51]  e-constraint 

[52] Branch-and-Bound 

[53] Weighted objective functions + Branch-and-Bound 

[54] Weighted objective functions + Branch-and-Bound 

[29] Simulated Annealing + Imperialist Competitive Algorithm 

[55] Branch-and-Bound + Lexicographic Optimization 

[56]  e-constraint 

[57] Non-dominated Sorting Genetic Algorithm-II (NSGA-II) 

[58] Dual lexicographic max–min approach 

[59] Goal Programming 

[60]  e-constraint 

[61] Multi-objective Imperialist Competitive Algorithm (MOICA) + NSGA-II 

[62] Chance Constraint Programming + Benders' Decomposition 

[63]   e-constraint 

[37]  e-constraint 

[64] Non-dominated Sorting Genetic Algorithm-II (NSGA-II) + Greedy Algorithm 

[65] Artificial Fish Swarm Algorithm 

[66]  e-constraint 

[67] Iterative Pareto Frontier 

[68] Iterative Pareto Frontier 

[69] Nonlinear Solver + Lipschitz-continuous Global Optimizer 

[70] Hybrid Algorithm (e-constraint + greedy heuristic) 

[71]  e-constraint 

[72] Multi-Criteria Scenario-Based Solution Method 

[36] Hybrid Algorithm (Self-adaptive Genetic Algorithm + Variable Neighborhood Search) 

[73] Hybrid Algorithm Penalty Function Method + Genetic Algorithm + Gauss-Seidel Decomposition 
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Paper Solution technique 

[74] Multi-Angles Analysis 

 

4 Final Considerations 

Throughout this paper, it was possible to identify which environmental impact is treated 

the most and how the papers incorporate them in the facility location mathematical mod-

els. We believe that understanding the evolution of the researches in this field help to 

develop models following the new trends.  

Although [27] state the facility location problem cannot be treated from a purely eco-

nomic perspective, due to strong environmental and social effects of establishing facilities 

and interconnections among them, we saw that a small number of papers published in the 

WoS up to 2017 deals with these effects in the mathematical model (less than 7%). Re-

garding the features of the mathematical models, most of them are multi-echelon (76%), 

dedicated to a single product (58%) in a specific period (82%), not considering the possi-

bility of intermodality (87%). Besides, they use deterministic variables (76%) and perform 

scenarios or sensitivities analysis to deal with the randomness of the data (80%).  The 

analysis is mostly performed from a business standpoint, seeking a design that reduces the 

cost or increases the profit of the supply chain.  

Then, we emphasize that there are still gaps to be filled, especially with concerns to 

models for strategic governmental planning. We also could realize that carbon emission 

(and its variants) is the impact considered the most in the evaluations, which can be ex-

plained by international agreements and public pressure. Although in a less proportion, 

regulatory policies have also been included in the analysis, especially carbon trade. Be-

sides, there is not a consensual way to deal with the environmental dimension in the math-

ematical models.  

It was shown that sustainable analysis has also been performed, even if there is a rec-

ognized difficulty in dealing and measuring social impacts. It is in consonance with 

[15,17,20,28,30] that point out the inclusion of environmental and social aspects in the 

mathematical models as future trends in OR. As limitations of this paper, the results are 

directly related to the chosen keywords, the database and the temporal coverage. Then, 

new researches could include (or compare) other databases and keywords. Besides, it 

would be relevant to develop papers focused on governmental strategic planning, since it 

was not explicitly founded among the surveyed papers.   
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Abstract. As Smart City concept evolves, it necessarily incorporates more sus-
tainability and inclusiveness features. Smart Cities and digital inclusion efforts 
are moving rapidly and  multiple initiatives are taking place all around the 
world using different technologies to address accessibility, safety (especially for 
women) and social inclusion of vulnerable groups as minorities, disabled people 
or the elderly. In this context, the mobility of people is still one of the major 
challenges for cities due vulnerable groups demand special requirements in the 
design of smart mobility, but at the same time, smart cities’ technologies could 
be used to maintain their quality of life. From architectural and sociological 
point of view, smart cities change the meaning and the use of public spaces, 
from physical meeting places to relational public spaces, in which humans use 
interposed technological means and information flows. This leads to the con-
cept of Interconnected Public Spaces (IP-Spaces). A mixture of physical and 
virtual environments, generating interconnections at a planetary scale, that can 
be used to attract elderly and minorities  for collectively sharing outdoor expe-
riences  in public spaces (parks, squares or bus stops, in any city on our planet), 
increasing their physical form and stimulating them mentally, socially and emo-
tionally. This paper describes the Human-Computer Interfaces design for IP-
Spaces and their implementation in a smart bus stop. 
 
Keywords: Smart Cities, inclusive transport, quality of life, interconnected 
public spaces. 
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2 

1 Introduction 

The lexicon that describes the characteristics of a Smart City has been changing, 
largely due to the different stakeholders that have taken part in the concept of Smart 
City, adapting it to their priorities and interests. The term "Sustainable Cities” gained 
momentum in the 1950s, being widely used in English-speaking countries, as well as 
those facing climate problems and looking for solutions to mitigate them. In the 90s, 
the term “Digital Cities” took center stage, as a consequence of the exponential 
growth that technology had been experiencing since the late 1980s. The European 
Commission created the program called "European Digital Cities" (1996-1999), with 
the intention to rely on the digitization of cities to help their complex growth and 
sustainability, making citizens increasing their participation for decision-making. 
Towards the end of first decade of the 2000s, the term “Smart City” emerged strong-
ly, with connotations of sustainability and social inclusion, but without forgetting its 
bases supported by new technologies emerging from the Internet age. This last term 
has a branch called “Inclusive Smart Cities”. 

Taking into account the mobility of citizens as a key aspect in a Smart City, in 
April 2018, European Commission published the document “Transport in the Europe-
an Union. Current Trends and Issues”, which highlights the importance of social as-
pects in the development of an advanced European transport system: “From a social 
perspective, affordability, reliability and accessibility of transport are key. However, 
this has not been achieved across the board. Addressing these challenges will help 
pursue sustainable growth in the EU” [1].  

The concepts of social inclusion and the digitalization of transport have to be har-
monized in terms of accessibility, affordability, reliability and inclusiveness. Public 
transport plays a crucial role for mitigating the social exclusion of vulnerable and 
disadvantaged groups, affecting their access to basic services and their social and 
employment relationships. In order to achieve the above mentioned functionalities,   
elements that conform a  smart transport system  as for example bus stops, should 
include information about all the stages of the journey, including the walking envi-
ronment, so that people with mobility impairment can reach and use transport ser-
vices,  addressing the specific needs of vulnerable groups  and also considerer peo-
ple’s safety and security.    

A  transportation system element with a high level of smartness as the bus stop or 
inter-modal station then will be  part of an  “Interconnected Public Space”,  IP-Spaces 
is a novel concept. It is a mixture of physical and virtual environments that can be 
used to attract the elderly and minorities for collectively sharing mostly outdoor expe-
riences in public spaces (parks, transport stations or bus stops), generating intercon-
nections at a planetary scale, in order to increase their physical form and stimulate 
them mentally, socially and emotionally. The IP-Spaces accomplish their functions 
using a vast amount of technological interfaces providing the information and interac-
tivity with the users.  

Thus following sections of this paper describe the state of the art in relation with 
the IP-Spaces, the   technological interfaces  suitable for using in their implementa-
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tion, an example of smart bus stop that take into account those concepts and finally 
the conclusions and future work. 

    

2 Related Work and Background 

Currently, in our cities, there are groups of citizens who are especially vulnerable to 
exclusion, including persons with disabilities and elderly (many of whom live alone), 
as well as persons on low incomes and the unemployed. Special attention deserves the 
situation of women, as some studies reveal that women have different travel patterns 
from men and that public transportation plays a crucial role in empowerment, access 
to opportunities and independence [2], enable people at risk of poverty or social ex-
clusion to have the opportunity to participate fully in social life, and thus enjoy an 
adequate standard of living considered normal in the society in which they live [3].  

Elderly people are one of the most vulnerable group of citizens. There were 703 
million persons aged 65 years or over in the world in 2019. The number of elderly is 
estimated to double to 1.5 billion in 2050, growing from current 9% to 16% of popu-
lation [4]. This growing sector of population have special needs to maintain a good 
physical and mental wellbeing. These needs include physical exercise, social interac-
tion and mental stimulation. Research into ageing and cognition has demonstrated the 
close relationship of sensory functioning and social communication to maintaining 
cognitive performance and mood in the elderly, yet in modern societies elderly people 
are increasingly isolated and under stimulated, both physically and psychosocially [5]. 
This situation results in accelerated cognitive decline and the suffering associated 
with loneliness and confusion. Social interaction and intellectual stimulation may be 
relevant to preserving mental functioning in the elderly [6]. Some studies reports that 
subjects, who participated in senior citizen clubs or senior centers, can a lower risk of 
cognitive decline, specially is this interaction id realized with young adults [7]. Other 
studies highlight the potential of video games for developing of physical skills, creat-
ing mental and social interactions for elderly people. Particularly if these video or 
computer games are designed with an engaging content and provided through, an easy 
and pleasurable interface [8]. 

2.1 Stop Buses as Interconnected public spaces 

An “Interconnected Public Space” or IP-Space [9] i.e. an outdoor space provided 
with an ICT equipment that can connect only with a similar space in other part of the 
world. Therefore, an IP-Space becomes a node in a network of IP-Spaces. An IP-
Space node can be establish in an bus stop, in a park, in a square or any other outdoor 
spot in the city, in which a group of persons could potentially interact with it. There-
fore, IP-Spaces allow the sharing of collective experiences. 

These nodes can be used to connect with persons from other regions or countries, 
using the same or different languages. They can be used to participate remotely in 
different sport, physical, cultural and playful activities (such as intellectual games or 
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video games, physical exercises, dancing competition and many more) engaging el-
derly people in remote communities and stimulating them physically, socially and 
intellectually. 

For groups in risk of social exclusion and specifically for elderly, promoting partic-
ipation in cultural and sport activities contributes to emotional, physical health and 
social cohesion [10]. The positive impact of participation in cultural activities –no 
matter what the level of ‘artistic competence’ of the people involved –on the percep-
tion of one’s own psycho-physic wellbeing has been acknowledged for around 40 
years and confirmed by a scientific measurement scale, the psychological general 
wellbeing index. As conclusion, the connection between culture and subjective well-
being may often seem obvious although scientific evidence is much harder to get [11]. 
Interconnected public spaces can help create the conditions under which well-being is 
more likely to improve. As mentioned before, the implementation of the IP-Space can 
take place on a smart bus stop or in other elements forming part of a transportation 
system as well in public places as parks, squares, etc.  Good examples of how smart 
urban furniture can be evolve to interconnected public spaces may be the the outdoor 
bus ticket-kiosk (Portuguese OEMKIOSK) or information providing smart furniture 
adapted to people with disabilities as Portuguese TOMI as shown in Fig. 1. 

 

 
Fig. 1. Outdoor TOMI accessible information kiosk (Courtesy TOMI World). 

2.2 Human-Computer interfaces for Smart Bus Stops  

The variability of possible locations of IP-Spaces within Smart Cities and the di-
versity of the people who interact with them require the inclusion of user interfaces 
that allow adequate communication and interaction at all times and for each user, 
meeting the criteria of Design for All [13]  for human diversity, social inclusion and 
equality. Multimodality [14] is a fundamental aspect in the design of IP-Spaces inter-
faces to promote a larger adoption among the community.  

Based on different levels of information to be provided to specific groups of users, 
several human computer interfaces can be used as for example, tactile, pressure or 
sound based. The basic information like maps, numbers of approaching buses, their 
detailed route, type of buses and timing according to their live location can be provid-
ed by a tactile screen forming part of the physical structure of the bus stop, more de-
tailed information can be collected by connecting the phone to the stop with wireless 
technology. Use of mobile phones ensures quick and personalized information. It also 
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avoids users to use the bus stop screen for a long time and also, many users are shy to 
use a screen in public as they are afraid of something going wrong. Use of mobile 
phone avoids such cases. 
    The NFC (Near Field communication) technology has been used in many countries 
as for example Finland for connecting the phone to the bus stop as it is brought in 
close proximity to the screen, although a Bluetooth connection is possible [15].  

For more sophisticated services provided by the bus stop, as for example enter-
tainment or special services for disabled people, possible solutions are based on ultra-
directional sound projection systems that allow the user to cleanly hear the sound 
coming from the IP-Spaces in noisy environments as well as user interfaces based on 
gesture recognition, allows interaction with the IP-Spaces at distance, without touch-
ing any screen or panel. The recent develop of new artificial vision techniques com-
bining convolutional neural networks and cloud computing will allow the recognition 
of gestures to go one-step further and be can be used by all people  as well as by deaf 
persons using sign language. 

3 Technological Interfaces for Smart Stops used as IP-Spaces  

In this section introduces some of the most advanced and inclusive Human-
Computer Interfaces (HCI) that can be used in the IP-Spaces. These HCI not only 
should ensure accessibility, but also allow the development of recreational and educa-
tional applications. 

3.1 Audiovisual Accessibility 

If the application that implements the IP-Spaces incorporates a screen where vide-
os are played, in addition to the audio associated to the video, it is necessary to in-
clude, based on the specific needs of people with sensory disabilities, the following 
services, each one in one or more languages: 

• Sign language interpretation 
• Subtitles 
• Audio description 
 

 
Fig. 2. Live Streaming including Subtitles and Sign Language. [CEAPAT: 

https://youtu.be/Y3mI27lRCKw?t=2316] 
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The image shown in Fig. 2 corresponds to one frame captured from a live stream-

ing that includes accessibility for persons with sensorial disabilities. A hearing im-
paired or deaf person may prefer to display subtitles only, while another person, also 
hearing impaired or deaf, would prefer to use subtitles and sign language interpreta-
tion at the same time. Meanwhile, a visually impaired person will need the use of the 
audio description in order to follow of the videos, images or presentations that are 
being shown. Audio description is a voice service that requires an independent audio 
channel from the main audio of the video. In live events, individual headphones with 
wireless sound reception systems are normally used by the bind, similar to those used 
for simultaneous multilingual translation in international congresses.  

In this specific event’s speakers are talking in English and the majority public is 
Spanish, so, in that case, it was mandatory to include some kind of translation in real 
time. Instead of using audio receptors, congress organizers decided to use subtitles to 
include translation. In this way, this accessibility service has been used by people with 
or without disabilities, whenever we consider that not knowing a foreign language is 
not considered a disability. 

One of the main issues using videos with audio in noisy environments, where IP-
Spaces are normally located, such as transport stations or parks, is the loss of sound 
intelligibility. The following proposal can be a valid solution, both for people who 
follow the main audio channel of the video on the IP-Spaces screen, and for those 
who are using the audio description service on a separate channel. To allow the cor-
rect transmission of sound signals, the use of a new kind of speakers, known as of 
ultra-directional speakers is proposed. These devices allow the concentration of the 
sound in a specific and narrow area which significantly enhances the intelligibility of 
the signal and avoids discomfort caused by excessive volume to other people passing 
by nearby. 

Traditionally, sound propagation theory and the study of loudspeakers demonstrate 
that loudspeaker directivity is conditioned by the size of the speaker related to the size 
of the wavelength produced: “A large loudspeaker will be more directive than a small 
loudspeaker, or a loudspeaker specified at higher frequency (smaller wavelength) will 
also have more directivity” [16]. 

The Holosonic® technique used by Audio Spotlight uses a different approach (Fig. 
3).  

 
Fig. 3. Comparison of Directivity: Traditional 2D directional Array (Left) and Au-

dio Spot Speaker (Right) [https://www.holosonics.com/] 
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Their “speakers” modulate the audio input to higher and inaudible frequencies (ul-

trasound waves around 60 kHz). Due to certain nonlinear characteristics of the ultra-
sound propagation through air, the volume of air in front of the ultrasound generator 
(Audio Spotlight speaker) acts as a “virtual loudspeaker”. The result of this technique 
is a source of directional audio able to be pointed as the same way than a concentrated 
light, (like a “Spot Light”) where the demodulation part is naturally created by thin 
air. The listener inside the Sweetspot hears a fully focused sound that cannot be local-
ized when moving the head (feeling as hearing a monophonic source).  

Another remarkable feature of this system is that the sound is concentrated in a rel-
atively small space, which can go from half a meter to a meter and a half, depending 
on the distance from the speaker to the listener and the speaker power. If the listener 
leaves the area where the sound is concentrated, the sound disappears completely. 
This allows different sound spaces to be created near each other without any interfer-
ences between them. 

The comparison shown in the Fig. 3 shows, on the left, the directivity pattern of a 
2D loudspeaker array, generally considered directive, whose graph shows a semicir-
cular pattern, without clear directivity in any direction. The image on the right shows 
the directivity pattern corresponding to the Audio Spotlight AS24i model, where a 
directive and concentrated beam is shown in the propagation axis. 

The technology described above has been consolidated for more than 10 years and 
is being used worldwide, mainly in museums. In addition, a motion detector is inte-
grated in the system to sense the presence of a visitor in front of a painting or sculp-
ture and triggers a recorded narration explaining, for example, its technique, details or 
history. The playback can only be heard by the person standing within a specific 
physical space (Sweetspot) but not by the other visitors. Currently, due to the hygienic 
measures necessary to avoid virus contagion, this alternative is preferred because is 
much safer than audio guides, which must be disinfected after individual use. 

 

 
Fig. 4. Bus Stops using Directional Sound 

[https://www.holosonics.com/applications-1] 
 
The pictures shown in Fig. 4 have been taken from a real installation at a Bus Stop 

in Disneyland Hong Kong to promote the film Star Wars: Tomorrowland Takover. 
Floor indicators help people to know where the audio beam can be audible 
(Sweetspot). Each of these beams, associated with the holograms and the screens can 
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play the demonstration loop in a different part of the video because the audios are not 
mixing in the air.  If other people are watching the screens out of the Sweetspots, they 
cannot hear it. The rectangular black speakers are installed on the ledge of the bus 
stop, pointing to the designated spaces on the floor.  

The technology and its installation in the IP-Spaces would be similar to that de-
scribed previously for bus stops when the IP-Spaces play audio videos with audio but 
without an extra track for the audio description service. One or more points can be set 
in front of the screen to indicate where the sound is audible.  

If audio description accessibility service is being included, podotactile (Fig. 5) tiles 
should be installed to determine the location where the blind person should stand in 
order to hear the audio description track (Audio description-Sweetspot). In general, an 
audio description channel usually contains only the voice of a speaker with the de-
scription of what is happening on the screen because the main audio, from the main 
speakers, can be heard at the same time. In this case, if the main audio is also using 
Audio Spotlight speakers the audio description track must mix the main audio (at a 
lower volume), as it is not audible at the location of the audio description, and audio 
description voice. 

 

 
Fig. 5. Podotactile floor [https://www.tododisca.com/pavimento-podotactil/] 

3.2 Gestural interfaces for IP-Spaces 

User interfaces using modalities such as touch, gestures or voice are referred to as 
Natural User Interfaces (NUI). These interfaces are easy to use because they are 
adapted to the way humans naturally communicate. Gesture recognition is one of 
them and is being applied to consumer electronics, automobiles or medical systems. 
These emerging technologies are opening new ways to control devices without con-
tact and are becoming very popular. Gesture capture is conditioned by the needs of 
the specific control application. The interface has to be designed based on interaction 
range (close or distant/far), the resolution of gestures (hands movement or full-bodied 
movements), duration of gestures (short or long) and conditions of the environment in 
which the interaction takes place (indoor or outdoor).  

Recently, due to the global pandemic caused by COVID-19, the adoption of touch-
less systems has increased considerably. Many manufacturers have launched touch-
less interfaces in their electronic kiosks for access to work centers or to manage tick-
ets at transport stations. For some developers, and on certain web pages, the concepts 
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of hand tracking and gesture recognition are separated. In these cases, gesture recog-
nition is a limited set of movements and positions of hands and arms while a hand 
tracking system has a greater number of interactions to capture finger movement and 
recreate it in a virtual environment. “A gesture-based system is usually limited to a 
specific number of gestures, since people have a hard time remembering more than a 
few gestures, but for those limited number of hand poses, the gesture system will 
usually recognize them fairly robustly” [17]. 

Some parallelism can be established with another type of interface: voice com-
mands. In general, people do not usually remember a high number of voice com-
mands and the same happens with gestures. Moreover, a detection system for a lim-
ited number of voice commands or gestures is going to be a robust recognition sys-
tem. On the other hand, continuing with the parallelism, the processing of natural 
language equivalent to hands tracking requires a high computational power and is 
based mainly on artificial intelligence techniques. Voice recognition results are usual-
ly not as accurate as command detection. It is quite common to have experienced 
(with voice assistant or mobile device) a very precise recognition in quiet environ-
ments and quite the opposite in noisy environments.  

As previously mentioned, the IP-Spaces (Interconnected Public Spaces) are located 
in outdoor areas that are normally exposed to high levels of ambient noise that cause 
loss of quality in sound capture or voice recognition. This limitation can be avoided 
by use of other data entry interfaces, such us gesture recognition (Fig. 6). The varia-
bility of light during the day, the incidence of direct sun on the IP-Spaces or the lack 
of light at night are undesirable in image capture in the same way high noise levels 
are in sound capture. Therefore, a preliminary study of the exact location of the IP-
Spaces, its position with respect to the sun, the design and installation of protective 
panels or artificial lights are recommended.  In this way, capture and inference pro-
cesses of the artificial vision system will work correctly and will make it usable. Oth-
erwise, any kind of gesture recognition will not work, with the consequent frustration 
of the IP-Spaces user.  

  

 
Fig.  6. Console based game controlled using gestures [Pop Culture Geek taken by 

Doug Kline https://commons.wikimedia.org/wiki/File:CES_2012_-
_Microsoft_Kinect_Star_Wars_Episode_1_Podracing(6764013293).jpg]. 

 
Among the two alternative solutions introduced above, hand tracking is ruled out 

due to its difficult implementation without the use of sensors in fingers or special 
gloves, something that goes against the current trend of not touching or sharing any 
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object with other users. If gesture recognition in IP-Spaces should not have any addi-
tional elements, there is no point in using 3D models based on skeletal or volumetric 
structures. Therefore, the model to be used will be appearance-based type, where the 
input information will come from image sequences from a stereoscopic camera, also 
called depth camera. Since IP-Spaces must include a webcam for video conferencing 
applications, in order to take advantage of the same hardware for various applications, 
this camera will be used to gesture recognition.  

Among the options available on the market for depth cameras, a new product that 
is prepared for outdoor installation is the Intel RealSense Depth Camera D455. The 
advantages of this device  are that the development environment is cross-platform, its 
SDK is Open Source and is prepared to be used with multiple programming languages 
and software development environments: NodeJS, Python, C, C++, C#, LabVIEW, 
MATLAB, Unity, Unreal, OpenCV, etc. A video demonstration of the possibilities of 
using a gestural interface that can be implemented in IP-Spaces using a depth camera 
is shown in [18]. 

There is still a lot of work to be done in this area to achieve full integration of ges-
ture recognition in IP-Spaces where the possibilities of interaction based on human 
skills and the way of expressing oneself through movement opens the door not only to 
communicative but recreational and educational applications in open spaces. 

4 MUSA Smart Stop Architecture. One example of an IP-Space 

MUSA (Advanced Sustainable Urban Furniture – Mobiliario Urbano Sostenible y 
Avanzado) is the smart bus stop under development in the city of Madrid that will 
also host an IP-Space [19] [20]. Its main characteristic is the provision of information 
services with focus on inclusive and social driven transport aspects. 
The smart bus stop, from inclusiveness point of view, is: 

a) An interactive bus stop available to the whole population. This public point
to a DTS allows access to persons without apps or even without a smart
phone.

b) Improving the accessibility to DTS through customization of interfaces and
reduction of cognitive demand.

c) Working as a travel assistant for low-income or disadvantaged groups of us-
ers.

d) Improving service in real time considering and warning about unexpected
events that can improves or disrupt transport operations.

e) Through an attractive and customized interface, fostering the penetration of
travel planning apps and its use by different users’ segments.

f) Implemented as “small” smart furniture providing a robust, essential elec-
tronic equipment, they can convert traditional stops into accessible Smart-
Stops minimizing costs and having a wide use in cities and rural areas.

g) It can help to introduce Interconnected Public Space spots. This is very suit-
able when the smart bus stop is in a park or square, where people can be in-
volved in sports, physical and cultural activities. Sharing the same ICT infra-
structure makes the system aesthetically and economically attractive.

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 487

ISBN 978-9930-541-79-1



11 

4.1 Smart stop services.  

MUSA architecture is shown in Fig. 7. Research about possible smart stop services 
are being performed.  
 

 
Fig. 7. Main components of MUSA architecture. 

The smart bus stop is being designed as a smart furniture, which provides different 
services: information about public and private transport, reservation of trips, as well 
as publicity services, community communication services, environment awareness 
information and delivering point for e-commerce [19]. These services can be accessed 
from a screen which will connect passengers to a set of cloud services. The works on 
smart stop are currently in progress. Designed as a special software layer, it can run 
on a commercial travel planner, such as Google Maps. This has two advantages; it 
allows the customization of interfaces for different users’ segments and the collection 
of traveling data, which can be used anonymously for building mobility models and 
develop social innovation solutions. In addition, it can be adapted to different 
commercial planners. 

The prototype of the Smart Stop and its interface are shown in Fig. 8.  
 

 
Fig. 8. Main interface of the smart bus stop prototype. 

 
Advertisement is running on the background (in this case for musicals in the center 

of Madrid), different services are available in the lower carrousel. To intuitively at-
tract user to different interfaces, two type of icons are available. A traditional picture 
is used to attract more serious and direct users. Let’s call it the “conservative inter-
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face”. And, a more playful icon is used to attract more skillful and playful users. Let’s 
call this the “playful interface”. Other future special services for assisting traveler 
with special needs (elder, reduced mobility, easier travel with kids or pregnant wom-
en) are also included in the interface. IP-Space services will be available following 
the already mentioned two icons policy. 

The “conservative interface” of the public transport app is shown in Fig. 9. A box 
with the most frequently used destination from current stop is shown on top right 
corners, increasing the probabilities of reducing the interaction to minimum. Below, a 
box shows time and duration of the selected trip (cost will be available soon). Also, 
there is an option to select private or other type of alternative transport without 
leaving conservative mode of interaction. A third box allows user to select any origin 
and destination, using a tactile keyboard on the screen.  Finally, information about 
nearest bus stops can be searched. Typical interactive features of Google Maps are 
disabled, so conservative user cannot be distracted from their simple, direct 
interaction with the app. 

Transport app includes a mode for fostering physical exercises by means of 
walking. In this case, time and duration of a trip walking and using public transport 
are similar, so the option of walking can be healthier for the user. This feature can be 
very interesting for elder people. 

 

 
 

Fig. 9. Multimodal planner using public transport. 

4.2 Interconnected Public Space service in MUSA.  

The new functionality of the Interconnected Public Space (IP-Space) is being de-
veloped in the current prototype of MUSA smart bus stop.  

From the stop, which is an IP-Space node, a user or set of users can connect to per-
sons from other regions or countries present in another IP-Space node, using the same 
or different languages. All they can participate remotely in different sport, physical, 
cultural and playful activities (e.g. interesting games or video games, physical exer-
cises, dancing competition and many more). Interface can transmit audio or video 
using cameras and microphones, although this can be restricted in accordance with 
current local privacy laws. This also will depend on whether the IP-Space is physical-
ly enclosed or it is a completely open public location. However, in all cases the inter-
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face will allow the transmission of images, graphics and text as basic means of com-
munication. 

In a first approach to the design of the prototype, the high-level operation of this 
service consists in three steps (Fig. 10): 

a) Map. Users request the realization of a given activity to other people in a remote 
IP-Space. They can start the activity immediately or schedule it at a given date. 

b) Menu. They select the desired or scheduled activity from the repository and ac-
cess to it. 

c) Activity. They proceed to realize the desired activity. They will have a language 
assistance application, so people from different countries and culture can communi-
cate. 

 

 
Fig. 10. IP-Space users’ interaction sequence. 

 
Another important aspect of IP-Space design are human-computer interfaces in-

cluding interactive electronic surfaces i.e. displays with gestural or tactile interfaces, 
cameras (or image systems) and audio systems. Interactive video walls, floors and 
tables will allow a rich communication of local and remote groups (Fig. 11). These 
interfaces jointly with advanced algorithms and AI techniques will ensure accessibil-
ity and the development of a rich set of activities. 

 
Fig. 11. IP-Space users’ interactions. 

5 Conclusions 

This work describes the first steps of development of a smart stop and an IP-Space 
designed to increase social inclusiveness and quality of life of elder people. The paper 
is focused on the inclusive advanced Human-Computer Interfaces that not only should 
ensure accessibility, but also allow the development of rich recreational and educa-
tional applications. Following the legal framework in the European Union [21], some 
measures must to be applied to ensure that a video call or conversational interaction 
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system at Smart Bus Stops safeguard the privacy rights of people who use it actively, 
such as those who are within the area of vision of the cameras. 

 Real-time image processing technology can be used to blur image background or 
to remove part of the images that may be capturing private properties. It is also neces-
sary to determine and justify the categories of processed data (image, audio, video, 
text) and the duration of the retention of the data. Finally, it is necessary to have an 
accessible information process to advice the user in detail on the use and treatment of 
the application's data. After the detailed report, there must be a decision point in the 
application event that does not allow its use without user’s consent. In this way, indi-
vidual rights of users and other people who may be passing nearby are safeguarded. 
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Abstract. The paper introduces the Hyperloop inspired system by the company 

ZELEROS and provides a discussion about the alternatives for the acceleration. 

The ZELEROS system comprises a named propulsion system, based on an air 

turbine, and an acceleration system based on a linear motor. Different options 

have been discussed for the linear motor: induction machines, permanent mag-

net machines and switched reluctance machine, among some other hybrid solu-

tions. Advantages and drawbacks are presented for all of them. For this particu-

lar application, where the length of the active side and the speed are really sig-

nificant, the option of a linear switched reluctance motor results convenient 

both from the technical and economic points of view. A further discussion 

about the type of linear switched reluctance motor (LSRM) preferred is also ac-

complished during the paper, taking into account a particular model of the ma-

chine as well as its operation conditions regarding the frequency, dimensions 

and operation parameters. Three options are compared during the analysis: a 

single-side horizontal LSRM, a N-side vertical LSRM and a cylindrical LSRM. 

Qualitative and quantitative (based on the model) arguments are given in favour 

and against each alternative. Finally, the two-sided vertical switched reluctance 

machine has been considered as the most adequate for the development of the 

Zeleros Acceleration System. 

Keywords: Railway transportation, linear motor, switched reluctance machine.  

1 Operation of the ZELEROS Hyperloop system  

Hyperloop is the commercial name for an ultrahigh speed railway transportation 

system [1], used both for passengers and cargo, through a tube where the air pressure 

has been reduced in order to reach speeds up to 1000 km/h. Many technologies have 

been developed during the last years and one of them belongs to the Spanish company 

ZELEROS. 

The system Zeleros, presented in Fig 1, is envisioned as suitable for the transporta-

tion of passengers and cargo; it aims at being strongly competitive at distances be-

tween 500 and 1500 km, still maintaining the ability to be used for shorter distances, 

and for much longer distances as well, so long the business case works [2]. Therefore, 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 493

ISBN 978-9930-541-79-1



its tactical range falls in the intercity connection, what in the case of Western Europe 

will mostly mean state capital cities, and large cities such as Barcelona, Frankfurt, or 

Marseille [3]. The station can be potentially brought to the city center, despite this 

feature is optional, since arriving at an airport or other type of hub can be potentially 

equally efficient. A case by case analysis needs to be set up. Vehicles will depart and 

arrive at a minimum interval around of two minutes and a half, keeping this headway 

during the whole route. Cruise speed will be between 600 and 750 km/h. The pressure 

level inside the tube will be around 100 mbar, or 1/10th of atmosphere pressure. This 

is a pressure value similar to that of air at the flight level where the Concorde used to 

cruise. All the energy needed to fulfill the mission will be carried onboard. Fleets can 

be composed by vehicles of between 50 and up to 200 passengers. The goods only 

vehicle equivalent to the 200 passengers vehicle will have a maximum payload of 30 

metric tons. In terms of passengers, this means up to 4.800 passenger per hour and per 

direction per one tube. The capacity can be scaled up by adding further tubes per di-

rection. In case sufficient demand exist and this expansion is deemed necessary, the 

increment on the infrastructure cost will represent only a fraction of the cost of the 

works needed to put in place the first tube, especially in the case the tube is placed 

over pylons, additional cost that what will be largely compensated by the additional 

traffic.  

 

   

Fig. 1. Technology of the Hyperloop inspired system from ZELEROS. 

The system targets a niche of distance that are currently being served by medium 

size airplanes, since traditional high-speed rails are not fast enough to compete, while 

maglev solutions seem to be too expensive. The system can be seen as an expansion 

of the operational envelope of the traditional land transportation, whose current limit 

is the service provided by high speed rail for well stablished and densely travelled 

corridors/routes, and can also be seen as a green alternative to airplanes, since the 

vehicles are fully electrical driven, and the overall energy consumption is substantial-

ly lower than that of aircrafts in the above mentioned range. 

From a passenger perspective, the user will board as he will normally do on a high-

speed rail car. Once inside, a door similar to that of an airplane will close. The vehicle 

will start motion as driverless people mover. Once the platform deck has been left 

behind, the vehicle will ingress on an airlock. The vehicle will be quickly depressur-

ized, same as fighter jet on a vertical climb. Then the vehicle will reach the accelera-

tion system. It will provide thrust enough to achieve cruise speed. Once cruise speed 

is achieved, the compressed air propulsion system will take over and will take care of 

sustaining the speed.  

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 494

ISBN 978-9930-541-79-1



2 The propulsion of the ZELEROS system 

There are two main propulsion systems included in the solution: 

a) The cruise speed system: 

A compressed air propulsion system, where the air at high pressure is used to gen-

erate enough thrust to compensate the overall drag. It can be used to some extend to 

accelerate it too, particularly for small speed adjustments during the run. This is a 

system onboard the vehicle. The requirements are: a turbofan like that of airplanes, 

trained by one or several electrical drives. Depending on the vehicle capacity, mission 

range, speed profile, and specific pressure value, among others, the electric power 

needed will be between 7 and 13 MW. 

b) The acceleration system: 

A linear motor commissioned to accelerate from zero speed to cruise speed. It will 

have a length of between 6 and 15 km that will be placed at the start of the route. This 

a system that is placed primarily on the track, with some elements placed on the vehi-

cle, depending on the specific type of motor used.  The acceleration system can be 

used at the stations to regenerate the kinetic energy of the moving vehicle, in order to 

use this energy for the launch of the next vehicle. The requirements are: to be able to 

provide the power needed to achieve a maximum acceleration of 3 m/s2 to the heavi-

est vehicle on the fleet, to have adjustable power for vehicles of different mass, a 

standard acceleration request between 1’5 and 2’5 m/s2, and a jerk (m/s3) limitation 

in accordance with passenger comfort needs. 

3 Options for the Acceleration Systems 

As commented in the previous point, the main propulsion system of the vehicle is 

unable to produce the required force to drive the vehicle bellow a certain speed and 

this is the reason why an auxiliary impulsion system is needed. 

Different alternatives may be considered for this purpose, some of which are based 

on electrical devices while other use catapults, rockets or any other mechanical sys-

tem. 

While these last options have been used for accelerating different devices in exper-

imental facilities [4], a solution based on an electrical machine for a future commer-

cial ultra high-speed vehicle seems to be much more adequate for different reasons, 

including controllability, cost, regenerative braking capability, simultaneous operation 

of different vehicles, etc. Particularly, electrical Linear Machines (LM) are especially 

suitable and advantageous over rotary ones with gears, because they allow smoother 

operation with less noise and absence of slipping if the rotational movement is trans-

mitted to a wheel (besides the challenges associated to the use of wheels at very high 

speeds). So, the first decision was to use a Linear Electrical Machine to accelerate the 

vehicle.  

The second decision was to decide the configuration of that LM. Besides the type 

of machine to be used (which will be commented in the next paragraphs), the most 

critical point to consider is whether the Active Side of the LM (the side which in-
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cludes those coils contributing with the required active power and in some cases with 

both, the active and reactive power) is stationary (Stator) or moving (Translator). 

In order to continue with the decision process, let us consider just as a very simple 

example, a vehicle with a mass of 10 t, which needs to be accelerated at 700 km/h 

with an acceleration of g m/s2 (which is well above a commercial value). The re-

quired length of the machine should be in the range of 2,000 m, needing a force of 

100,000 N. 

Common sense advices to choose a moving Active Side located in the vehicle, in 

order to avoid having a 2 km long Stationary Active Side full of coils. For accelera-

tions closer to commercial values, the length of this Active Side could still increase 

one order of magnitude. 

Nevertheless, having a moving Active Side implies two options with their corre-

sponding challenges: 

a) Coils are fed from ground using feedthroughs, catenaries or whatever system re-

quiring physical contact and the corresponding wear. So far, there is no reliable 

off the shelf system able to be used at affordable conditions of cost and mainte-

nance. 

b) Coils are fed from the vehicle, which includes an energy storage system based 

on batteries (any other would not be able to store the required levels of energy). 

Coming back to our previous example, the overall amount of energy needed to 

accelerate the vehicle would be 52,500 kWh. Considering the highest available 

energy density batteries (in the range of 160 Wh/kg) an extra mass of 328 t 

would be required, becoming fully inadmissible. 

Previous situation leads to choose undoubtedly a stationary Active Side, which will 

be fixed to the ground as part of the track. 

Next decision would concern the type of LM to be selected, taking into considera-

tion that the Active Side must be long (extremely long in many cases) and stationary, 

while the Passive Side must be as light and simple as possible in order to maximize 

the payload of the transport system. 

In principle, there are many types of LMs [5] but only a reduced number may be 

envisaged for this application. The main options that can be considered are [6,7]: 

1) Linear Induction Machines (LIM), the rotary version of the most popular elec-

trical machine (Induction Machine) which is based on the interaction of two 

travelling magnetic fields, one created by the Active Side and other induced in 

the Passive Side. In the Linear version, the Passive Side is usually a solid alumi-

num plate, although a ladder-slit can also be used. There is a conceptual im-

portant difference with the rotary version: The existence of “end effects”: two 

additional induced fields at each end of the Passive Side, producing a net reduc-

tion of the force and the efficiency. As for other LMs, the machine can be single-

sided (one Active Side) or doubled-sided (two Active Sides) but, in any case, 

there is only one aluminum plate. In the first case, there is a back iron behind the 

plate to close the field, while in the second one the magnetic flux is closed 

through both Active Sides. 
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The main advantages of LIMs are its simplicity and robustness, while the draw-

backs are related with the low power factor and medium efficiency, as well as 

the power which is induced in the Passive Side in the form of Joule losses. End 

effects can also be very negative. 

2) Linear Switched Reluctance Machines (LSRM) based on the sequential 

commutation of coils located in the Active Side creating a magnetic circuit that 

closes through the Passive Side trying to minimize its reluctance to produce me-

chanical work from electric power (motoring operation) or to maximize the re-

luctance to produce electrical power from mechanical work (generating opera-

tion). Each group of coils, which are fed in series simultaneously, constitute a 

phase of the machine. Coils are wounded around iron poles forming the Active 

Side. Passive Side has only iron poles with no coils. Only certain combinations 

of Active and Passive Side number of poles are allowed in a LSRM. As for the 

case of the LIM, LSRMs can be either single-sided or double-sided. Since attrac-

tion force between both sides of the machine (normal force) can be much higher 

than propulsion force, the choice of a double-sided machine is mandatory to 

avoid non-compensated forces perpendicular to the machine displacement. In 

this regard, some of the authors participated in the past in the development of the 

so called Linear Multitranslator Switched Reluctance Machine (LMSRM) [8], a 

machine with two lateral Active Sides and one or more central Active Sides in 

between the lateral ones. Between the Active Sides are placed the Passive Sides 

in an arrangement, which is balanced from the normal force point of view. 

While lateral Active Sides need back iron to close the magnetic circuit, central 

Active Sides do not, so as the number of these elements grow, the traction force 

density (force per unit mass) of the machine increases. Recently, new configura-

tions of LSRMs have been developed like the Mutually Coupled LSRM [9] in 

which more than one phase are excited simultaneously achieving more force 

density and less noise and vibrations levels. The main advantages of the LSRMs 

are its robustness and the low cost derived from its simplicity: Passive Side are 

simply laminated iron poles while Active Side include simple flat coils that can 

be manufactured independently and after mounted and connected in their posi-

tion. In the list of drawbacks, the noise and vibrations due to the big normal 

force. 

3) Linear Permanent Magnet Machines (LPMM), linear machines that include 

permanent magnets in any of their two Sides. When the magnets are included in 

the Passive Side, they are in charge of creating the excitation field and the ma-

chines are Linear Permanent Magnet Synchronous Machines (LPMSM). Like 

for the case of the LIMs, this machine presents end effects which cause force 

ripple. There are also other sources of ripple like the cogging force, a tendency 

of the two sides of the machine to align due to the presence of the permanent 

magnets in one side that are attracted by the iron poles in the other side. In a 

conventional LPMSM, permanent magnets are located in the passive side: they 

provide the excitation magnetic field but they do not exchange active power. 

Active Side only has coils which really deal with the active power of the sys-

tem, converting mechanical work into electricity or the other way around. It is 
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usual to name “the Primary” the Active Side with the Coils and “the Secondary” 

the Passive Side. 

Besides LPMSMs, there are a number of Synchronous Machines which have 

Permanent Magnets in the Primary Side (LPPMM) [6] coexisting with the coils, 

while the Secondary Side is purely Passive like for the case of LSRMs. There 

are basically four sub-categories of LPPMMs: Linear Switched-Flux Permanent 

Magnet Machines, Linear Flux-Reversed Permanent Magnet Machines, Linear 

Doubly-Salient Permanent Magnet Machines and Linear Verneir Permanent 

Magnet Machines. 

The main advantage of LPMM in general, is their high force density and con-

trollability as well as the good power factor while in the side of drawbacks, the 

most significative is the need of expensive and relative delicate NdFeB magnets 

and also the presence of ripple in the force and the higher complexity of the coil 

manufacturing. Other drawback is the existing cogging force due to the perma-

nent magnets. 

As a kind of summary, Table 1 shows the advantages and drawbacks for the three 

previously described families of linear electrical machines, for the particular applica-

tion that we are considering which is basically characterized by the extremely long 

Active Side (Primary), a high commutation frequency, low cost requirement and ro-

bustness. 

Table 1. Comparison of alternatives of Electrical Linear Machine for the Zeleros Hyperloop 

Impulsion System 

Type of Machine Advantages Drawbacks 

LIMs 

Linear Induction 

Machines 

- Simple & robust 

- Absence of Permanent 

Magnets 

- Induced currents & heat dissipa-

tion in the moving Side 

- Relatively complex windings 

- Poor Power Factor 

- End Effects 

- Medium Efficiency 

LSRMs 

Linear Switched 

Reluctance Machines 

- Very simple & robust 

- Low Cost 

- Absence of Permanent 

Magnets 

- Very simple & cheap coils 

- Noise & Vibration 

- High lateral forces 

- Force Ripple 

LPMMs 

Linear Permanent 

Magnet Machines 

- High controllability & 

efficiency 

- Good Power Factor 

- High or extremely high number 

of needed Permanent Magnets 

- Force Ripple and cogging force 

- More complex windings 

After this analysis, the selected candidate was the Linear Switched Reluctance Ma-

chine since some of the drawbacks could be overcome with an adequate drive system 

while advantages make it especially suitable for this application, especially in real 

scale systems where the impact of the cost in the overall solution can be decisive. In 
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this regard, Permanent Magnet Machines have to be discarded, especially LPPMMs 

since they would use this type of magnets along the full accelerating track. 

4 Modeling and Selection of a Switched Reluctance Machine Type 

Before coming into details regarding the specific type of LSRM that has been se-

lected, we present a short introduction to the working principle of this kind of ma-

chine for a better understanding of the methodology, which has been used for its se-

lection and calculation [10]. This introduction is based on Fig. 2, which represent a 3-

phase one-sided LSRM with one Active Side with coils and one Passive one with 

only iron poles. 

When working as a motor, one phase (green one for instance) is activated in the 

moment the iron pole P is entering that phase (fully misaligned. Fig 2.1.a). The pole 

tries to fully align the phase (Fig 2.3.a) to minimize the reluctance of the circuit and 

generates a force in the same sense as the pole moves (motoring operation). When the 

alignment is achieved, the phase is switched off and the next one comes into operation 

(the yellow one). 

 

Fig. 2. Working principle of the LSRM: a) Motor Mode b) Generator Mode 

When working as a generator, one phase is activated in the moment the pole P is 

fully aligned with that phase (Fig 2.1.b). Then, an external force pulls the pole and 

tries to take it to the fully misaligned position (Fig 2.3.b), a force that acts in the op-

posite sense as the pole moves (generating operation) to maximize the reluctance of 

the circuit. When misalignment is achieved, the phase is switched off and the next one 

is switched on (the yellow one). 

Switched reluctance machines may present different configurations in terms of 

number of phases in the active side (m) and number of poles per machine period ei-

ther in the Active (NA) and Passive (NP) Sides. If  is the length of a machine period 

(see Fig. 2), in every commutation the machine advances one stroke (s), given as: 

 
(1) 
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Since high speeds required high commutation frequencies, “s” must be high in or-

der to minimize that frequency and hence m and NP must be as small as possible. 

Calculating the force that the machine is able to produce, requires some knowledge 

on how it is fed [11, 12]. Fig. 3 shows one pole of the Passive Side and the corre-

sponding coil of the Active Side acting over it. The coil is connected to a so-called H-

Bridge which is connected to a DC Voltage Source. Positive voltage is applied to the 

coil when both switches are closed, while negative voltage is applied when the diodes 

of the bridge are conducting. By closing and opening the switches, the polarity can be 

reversed and the current controlled. When the switches are conducting, the current 

goes out the power supply extracting energy from it. When the diodes are conducting 

the current goes in the power supply injecting energy in it. These two situations are 

presented in Fig. 3.  

 

Fig. 3. H-Bridge topology to feed the SRM Coils: a) Conduction of the Switches b) Conduction 

of the Diodes 

The net energy conversion from mechanical into electrical or vice versa is the 

power flowing through the battery along one period T. If the electrical resistance of 

the coil is neglected, we can express the total energy W, as a function of the current I 

and the flux : 

 

(2) 

Representing the area enclosed by the closed Flux-Current curve. According to the 

nomenclature of Fig. 3 and for the pre-dimensioning of the different alternatives of 

LSRM, the force can be calculated as: 

 

(3) 

Assuming the simplification that the value of  is proportional to the product 

of the maximum values of the current and flux, respectively. The proportionality coef-

ficients are derived from some analytical considerations and also from FEM calcula-

tions performed over some benchmark cases. 

Equations (1), (2) and (3), along with purely geometrical considerations allowed us 

to develop a simple universal model to perform the selection of the optimum machine 

for a given vehicle. These geometrical considerations are based on easy relationships 

like imposing that the pole width must be twice the width of the coil, or that the pole 
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area must be the same as the return yoke area to avoid saturation in that yoke and 

obviously from the overall dimensions of the machine to fit in the available space. 

Table 2. Analyzed topologies of LSRMs for impelling the vehicle 

Single-Sided Horizontal LSRM (1SH) 

One Active Side all along the track and one Passive Side attached to the vehicle 

 

 

N-Sided Vertical LSRM (NSV) 

N Active Sides (2 lat. & (N-2) cent.) along the track. N-1 Passive Sides at the vehicle 

  

Cylindrical LSRM (CYL) 

One tubular Active Sides all along the track and one Tubular Passive Side at the 

vehicle 

  

In this application, we can define a so-called Unit Machine consisting of the por-

tion of machine, which repeats sequentially every  meters and the Traction Modulus, 

which comprises the number of Unit Machines to produce the required force. 

Regarding the optimization criteria, the first approach has been to choose a Unit 

Machine that maximizes the electromagnetic force produced in it. Once it is defined, 

the number of Units Machines of the Traction Modulus is decided according to the 

overall forced requirements. 
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4.1 Three configurations of LSRMs 

The next step is to choose the most suitable machine topology for this application. 

In this regard, we have concluded that there are three possible options, which a priori, 

would fulfil the requirements. Table 2 summarizes these three options in terms of 

their description, appearance and situation in the vehicle. Left hand side column 

shows the configuration of the machine while the right hand side corresponds to its 

location in the vehicle. 

Single-Sided Horizontal LSRMs seem to be more adequate to the shape of the availa-

ble room. They are also simple and easy to adjust with only one airgap but they pre-

sent the tremendous disadvantage of the non-compensated transversal forces tending 

to attract the vehicle to the Active Side. 

N-Sided Vertical LSRMs present a much higher force density, but they have the draw-

back of the adjustment of the several airgaps. When N=2 we have the case of the con-

ventional Double-Sided LSRM. 

Cylindrical LSRMs are fully compensated and have the great advantage of avoiding 

the coil ends so that every meter of the coil is producing thrust. The major drawback 

when working at high frequency is the difficulty for laminating the iron in the con-

venient direction all along the magnetic circuit. 

4.2 Comparison and Selection of the three configurations of LSRMs 

The previously described model was adapted to three options of LSRMs to perform 

individual optimizations for each solution and especially a comparison between the 

three configurations to select the most appropriate for this application. 
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Fig. 4. Results for the 1SH Option  

 

 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 502

ISBN 978-9930-541-79-1



 

Fig. 5. Results for the NSV Option 

Fig. 4. and Fig. 5 show some of these results for the Single-Sided Horizontal and 

the N-Sided Vertical options. X-axis represents the geometrical parameter “A” related 

to the machine enveloping dimensions, while Y-axes show: the Conductor weight per 

unit length of Active Side, the same for the iron, the weight of the Passive Side on 

board, the commutation frequency, the required length of the machine and, as a dotted 

line, the maximum available length to place the machine (machine length must be 

bigger than that value). Intersection of the Active Side length curve with the dotted 

line provides the two limits for parameter “A”. Working at low values of “A” imply 

higher conductor weights but much lower commutation frequencies. Although not 

shown, results for the Cylindrical machine are similar: there is a limit value for the 

parameter “A” but the smaller its value, the smaller the commutation frequency. 

Table 3. Comparison of the topologies of LSRMs 

1SH Option 2SV SRM Ci 

Advantages 

- Lower weight/meter 

of conductor & Iron 

- Reduced onboard 

weight 

- Reduced weight /meter of con-

ductor & iron 

- Min. weight onboard 

- Min. commutation frequency 

- High force density 

- Balanced lateral forces 

- Moderate weight/meter of 

conductor 

- Easy coils manufacturing  

- No coil ends (all the coil length 

contributes to generate force) 

Drawbacks 

- Very high commuta-

tion frequency 

- Non-balanced verti-

cal force higher than 

the traction force 

- Worse fitting to the available 

space. 

- Need for precise adjustment of 

the two airgaps 

- High weight/meter of Iron 

- High onboard weight 

- Difficulty for laminating the 

iron in the adequate directions 
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Finally, Table 3 summarizes the qualitative and quantitative (given by the model) 

arguments in favour and against each alternative. For the case of the N-Sided Vertical 

machine, and for the sake of simplification, “N” has been set to two. 

According to the previous considerations, the two-sided vertical switched reluc-

tance machine has been considered as the most adequate for the development of the 

Zeleros Acceleration System. 

5 Conclusions 

The paper describes the concept of the ZELEROS Hyperloop Inspired system and 

the impelling system which is required to accelerate the vehicle up to the needed 

speed for operating the main propulsion system, which is based on a turbine driven by 

an electric motor. 

Clearly, the option of an electric linear motor is preferred for this application to 

any other mechanical system due to its better controllability, capability of simultane-

ous operation for various vehicles, efficiency, etc. 

A decision sequence is described along the paper: First, the choice of a Linear 

Electrical Machine, second to place the Active Side stationary on ground in spite its 

big length, as supplying the required power and energy to a moving Active Side 

would be unfeasible. The third decision is to choose the type of Linear Electric Ma-

chine among realistic candidates which have been identified and reduced to the fol-

lowing three options: The Linear Induction Machine, the Linear Switched Reluctance 

Machine and the Linear Permanent Magnet Machine. A justified rationale leads to 

choose for this application the Linear Switched Machine, basically for cost and ro-

bustness reasons.  

In the category of Switched Reluctances Machines, three topologies have been 

identified as potential candidates: The singled-sided horizontal arrangement, the N-

sided vertical one (with particular attention to N=2) and the cylindrical configuration. 

In order to evaluate and compare the three of them, an analytical model based on 

simplified equations and geometrical relationships, has been developed and run. Con-

sidering both, qualitative and quantitative arguments, we have concluded that a dou-

ble-sided vertical switched reluctance machine represents the best option for this ap-

plication. 

The selection of the linear motor type for the acceleration system can be comple-

mented with the analysis of the power supply of the motor, already accomplished in a 

previous publication [13]. 
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Abstract. The reduction of CO2 emissions in cities implies the generation of 
clean energy for the supply of the municipal energy demand. In the conversion 
to Smart Cities, the consumption sources and the generation possibilities should 
be considered as a whole, in such a way that all the urban elements can be inte-
grated in the energy mix. In this study, bus shelters are evaluated as potential 
energy generators. The installation of PV panels with the optimal configuration 
can contribute to the supply of the energy needed in the bus shelter, but also to 
the generation of surplus energy. The analysis of the possibilities and the defini-
tion of the recommendable configuration of PV installations in bus shelters are 
performed using the city of Ávila (Spain) as case study. In this city, the PV gen-
eration reached with the optimal configuration (3500 kWh/year) can cover the 
energy demand of the bus shelters, including their role as lighting points in the 
city, and being able to contribute to other energy demands. For this study, geo-
spatial information and a solar radiation model are incorporated in a Geospatial 
Information System (GIS) tool, specially developed to replicate this study in 
other cities.  

Keywords: solar energy, bus shelters, municipal self-consumption. 

1 Introduction 

The Sustainable Development Goals (SDG) [1], and the goals established by the Euro-
pean Union [2] at urban level regarding the reduction of CO2 emissions in the automo-
tive sector focus on electrical mobility, mainly applied to cars and buses. In addition, 
the conversion to a more sustainable society in terms of mobility includes promoting 
the use of alternative individual transport, such as bicycles and scooters, also electrical, 
which allow a more agile mobility and a better management to be within the reach of 
most users [3, 4].  

The integration of electrical transport, both public and private, incorporates a new 
component to the municipal energy demand, which is spatially distributed throughout 
the city [5]. This transport energy demand is added to others with the same character-
istics, such as public lighting demand [6]. Thus, in the context of decarbonization of 
the municipal energy consumption through its electrification, the reduction of CO2 
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emissions needs the inclusion of clean energies for the energy supply [7]. Among the 
existing clean energies, solar energy is the energy source more evenly distributed in 
space and with the more versatile technology to be used at different scales and from 
different locations [8].  

The implementation of self-consumption strategies associated to the use of natural 
resources implies a reduction in municipal spending on services such as public lighting 
and transport [9]. This reduction could affect the economy of the citizens through a 
reduction in public taxes and could expand the supply of public transport [10], more 
adapted to the real needs and economic resources of the users. Consequently, the gap 
caused by energy poverty can be minimized thanks to the fact that the facilitation of 
transport can imply the removal of barriers to employment [11]. In addition, the supply 
of energy from renewable energy sources, together with the improvement in the public 
transport service, would lead to an improvement in the habitability of municipalities 
facing problems of depopulation [12, 13]. In this way, renewable energy for the energy 
supply of public services would be a solution to the depopulation of rural areas, acting 
as an incentive for the incorporation of new inhabitants and for the return of the original 
ones [14].  

For a proper planning, distribution and design of solar installations to supply the 
municipal energy consumption, a prior knowledge of the characteristics of each indi-
vidual consumption, as well as the possibilities of combined consumption among sev-
eral components is required. 

An example of a combined service is the incorporation of the bus shelters as part of 
the public lighting, with the dual purpose of increasing the level of lighting with street 
furniture already in use and the consequent increase in the sense of security for citizens. 
It has been proved that higher levels of lighting provide a higher sense of security and, 
consequently, a higher willingness towards mobility [15]. Another example is the 
equipment of bus shelters as connectivity points, with WiFi stations, USB chargers and 
Air Control Quality stations, also supplied with solar energy for their contribution to 
smart cities [16]. 

For these reasons, the main objective of this work is to analyze the viability of in-
corporating PV solar installations in bus shelters that serve for the energy supply of 
municipal services towards their decarbonization. The work is aligned with many 
SDGs, such as SDG 1 (end of poverty), 7 (clean and affordable energy) and 11 (sus-
tainable cities and communities) [1]. Similar works have been published for the incor-
poration of the bus shelters as energy providers of an electric system of public transport 
with PV panels [17], as well as for the combined installation of solar and wind energy 
systems in the bus shelters in order to maximize their contribution to the supply of 
municipal services [18]. 

The analysis of municipal energy demand and the availability of solar energy has an 
important geospatial component. In addition, the three dimensions of space should be 
analyzed, provided that the height component is key regarding the intensity of the in-
coming solar radiation and the shadow projection [19]. Thus, the study is based on the 
development of a 3D-GIS that, together with numerical analysis of energy needs of the 
municipal services in terms of public lighting and transport, will be the basis for the 
design of solar installations in bus shelters. 
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2 GIS of bus shelters in the city of Ávila  

Spain is one of the European countries with highest number of solar hours along the 
year [20], due to its climate conditions and geographic situation. This results in a greater 
potential of PV solar energy. Within the territory of the Iberian Peninsula, Ávila is the 
city that receives the second higher solar insolation (2700 h/year) as the highest city 
(1132 m above sea level) of the Iberian Peninsula [21]. For these reasons, Ávila has 
been chosen as pilot case study.  

The first step for the analysis of the spatial distribution of street furniture and for the 
incorporation of bus shelters as a solar energy resource is to perform an inventory of 
the existing urban furniture related to public transport. This inventory includes the ge-
ospatial location of each element and information about its connection to the electrical 
grid. The connection to the electrical grid allows the possibility to exchange energy 
from the solar installation to the grid in those hours when production is higher than 
consumption, and vice versa.  

The inventory of urban furniture related to public transport resulted in 64 bus shelters 
and 131 bus stops, respectively (Fig. 1). Among bus shelters, 41 of them are 4 meters 
long, and 23 are 5 meters long. 

 

 
Fig. 1. GIS of the bus shelters (in red) and the bus stops (in blue) of the city of Ávila (plan 

view). Color lines represent the different bus routes in the city. 

Thus, the GIS for street furniture related to public transport includes the geospatial 
distribution of the bus shelters and bus stops. This can be associated with the different 
bus routes to manage the number of passengers in each stretch of the tour and for each 
tour schedule to size the lighting requirements and the possible energy demand regard-
ing some services of the bus shelters such as the use of interactive screens. 

In addition, the environment of the bus shelters is modelled in 3D, so that the tool 
can provide information on the shadow cast on each bus shelter throughout the year. 
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The modelling is performed using as a basis the LiDAR data of the city freely offered 
by the Spanish Geographic Institute (IGN), as in [22]. The 3D modelling includes the 
buildings that can cast shadows over the bus shelters (those located East, South or West 
with respect to the bus shelter), as well as the trees that are taller than the shelters in 
those orientations.  

2.1 Energy demand in shelters 

In order to assess whether the solar potential of bus shelters meets their supply needs, 
it is key to determine the main consumption sources in bus shelters.  

In the context of digitalization and Smart Cities, the objective of giving a double use 
to bus shelters as furniture for public transport and as public lighting elements deter-
mines the sources of energy in bus shelters. Regarding the first condition of Smart Cit-
ies, the bus shelter should be equipped with: (i) a LED panel that offers information on 
the incoming buses and their estimated arrival times, (ii) an interactive screen for the 
user to obtain information about the city and the public transport, and (iii) a digital 
advertising panel that minimizes the consumption of paper billboards. These elements 
should work 24 hours a day in order to cover the public transport service hours (mainly 
during the day) and to reinforce the lighting in the bus shelters during non-service hours, 
at night. With respect to the integration of the bus shelters as part of the public lighting 
system, LED lighting would be included with operating hours that match with that of 
the street lamps, which are adapted to the duration of the night along the year (Table 
1). To estimate the total energy demand for lighting, an average operation of 11.8 hours 
has been considered (Table 2).  

Table 1. Summary of possible sources of energy consumption in bus shelters. 

Element Power 
(W) 

Average daily usage 
time (h) 

Daily demand 
(W) 

 LED panel 18 24 432 
Interactive screen 7 24 168 

Digital advertising panel 350 24 8400 
Lighting 40 11.8 473 

 
According to the average value of hours of sun per month, the total energy demand 

required per bus shelter in the City of Ávila would be that detailed in Table 2. This table 
distinguishes between the energy demand required if the complete equipment is in-
stalled and if only the basic equipment (information LED panel, interactive screen and 
lighting) is installed. This distinction is made because the high consumption of the dig-
ital advertising panels can limit the efficiency of the PV solar installation, and also 
because of the commercial value of the panels, which makes their energy supply with 
municipal services arguable.  

The main source of variability on consumption shelters is lighting. Therefore, the 
energy demand decreases in summer, when the length of the day is longer, and increases 
gradually until winter, when there is a greater need for lighting.  
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Table 2. Daily energy demand on the bus shelters. 

Month Street lighting daily 
usage time (h) 

Demand with a com-
plete equipment (W) 

Demand without digi-
tal advertising panels 

(W) 
Jan. 14.21 9568 1168 
Feb. 13.41 9536 1136 
Mar. 12.02 9481 1081 
Apr. 10.65 9426 1026 
May 9.54 9382 982 
June 8.98 9359 959 
July 9.39 9376 976 
Aug. 10.22 9409 1009 
Sep. 11.55 9462 1062 
Oct. 12.93 9517 1117 
Nov. 14.11 9564 1164 
Dec. 14.77 9591 1191 
 

3 Analysis of PV solar potential in bus shelters 

3.1 Shadow analysis 

The analysis of shadows cast on the bus shelters has been performed using the NOAA 
Solar Calculator [23] and the 3D modelling and geospatial information from the GIS 
created for the street furniture related to public transport (and presented in Section 2).  

The NOAA Solar Calculator determines the azimuth and altitude coordinates of the 
Sun for specific times, considering the position under study. With these azimuth and 
altitude values, the NOAA Solar Calculator determines the Sun position for each hour, 
and consequently the sunrise, sunset, and solar noon through the year. The calculations 
of solar position and incoming solar radiation are based on [24], including the compu-
tation of the refraction effect on the incoming solar radiation, increasing the precision 
of the results.  

The shadow analysis is based on the tracing of rays from the Sun to the position of 
the bus shelter, and the determination of an obstacle (building, tree) within the path of 
the rays. If an obstacle is present, it would cast a shadow on the bus shelter, conse-
quently reducing the generation of energy of the solar installation on the shelter. The 
size of the obstacle determines the size of the shadow projected on the bus shelter. 

In order to include the loss of energy generation caused by the shadows cast on each 
bus shelter, the hourly position of the Sun was calculated for one representative day of 
each month. In this pilot case study, the day 15th of each month was considered. 
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In addition to the visual analysis shown in Fig. 2, which shows the results of the 
presence of obstacles (shadow projectors) within the rays between the Sun position and 
the bus shelter, a summary table has been created for each bus shelter (Fig. 3). The 
summary table shows in which hours the bus shelter is covered by shadows, and there-
fore for what times the total PV solar production initially calculated is minimized. As 
a criterion established for this pilot case study, a bus shelter is considered as “overshad-
owed” if more than 50% of its surface is covered by shade. In the GIS tool developed, 
this percentage can be adapted to the characteristics of each case also, the reduction in 
production can be proportional to the percentage of surface in the shade. 

 

   
Fig. 2. Example of the simulation of shadow projection on a bus shelter, 4 meters long. Left: Sun 
path; right: detail of shadow projected at two different times.  

 
Fig. 3. Summary of the presence of shadows in the bus shelter of Fig.2, for each month and 

with hourly resolution.  

3.2 Optimal PV panels design 

The bus shelters are structures that can be open to different designs for PV solar 
installations. The key to an optimal design is to analyze the different options available, 
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calculate the total energy production for each option and decide which production re-
gime is best suited to each case. In turn, there is a criterion of generating the maximum 
amount of energy or generating energy for the longest possible time each day.  

In the case of Spain, the energy production in bus shelters can benefit from the pos-
sibility of discharging the surplus of energy to the electricity grid and proportionally 
reduce the cost of the energy consumed from the grid when there is no generation. In 
other countries, where discharging the surplus of energy to the electricity grid is not 
possible, there is the possibility of installing batteries to store the surplus of energy and 
make it available in non-generation hours. 

Among the design possibilities contemplated in the study, the following are in-
cluded: (i) maximum annual production, consisting on panels oriented to the south 
(northern hemisphere) and optimal inclination (35º for the city of Ávila); (ii) energy 
production for the longest period per day, which consists on the horizontal position of 
the panels that guarantees that the panels receive solar radiation from the sunrise to the 
sunset; and (iii) highest level of geometrical integration of the panels, with flexible 
panels following the curved shape of the shelter. 

For the three possibilities, the computation of energy production includes the sub-
traction of the energy that is not generated due to the presence of shadows cast over the 
shelter. For this reason, in the case study of Ávila, the months with zero energy produc-
tion are those in which the bus shelter is in the shade during the entire day.  

PV panels with south orientation and optimal inclination 
The installation of PV panels on orientable supports is a common strategy in order 

to adapt the position of the panels to the desired design of the PV installation. In the 
case of cities located in the northern hemisphere, the panels must be oriented towards 
the south in order to receive the incoming solar radiation from the most perpendicular 
angle. The opposite orientation (north) is recommended in the south hemisphere. In the 
case of Ávila, the optimal inclination of the panels is 35º. This is the inclination that 
guarantees the capture of Sun rays as perpendicular as possible throughout the year, 
allowing the generation of the maximum energy possible. 

Table 3 shows the estimated energy production of the bus shelter of Fig. 2 with PV 
panels facing south and inclined 35º. As shown in Fig. 3, there is only one hour in which 
the shelter is not covered by shadows for the months of January and November, while 
the solar radiation never reaches the bus shelter in December. This is the reason why 
low or no energy generation is obtained during those months.  

Table 3. Daily maximum power production per month, in watts, for the bus shelter of Fig. 2 
with a PV installation facing south and inclined 35º. 

Jan. Feb. Mar. Apr. May. Jun. Jul. Aug. Sep. Oct. Nov. Dec. 
60 3038 5264 5462 6021 6493 7077 6966 6366 4436 199 0 
 
By analyzing the energy demands, the percentages of self-consumption and the pos-

sible energy surplus can be computed. Table 4 shows an example of the self-consump-
tion level achieved for the example shown in Fig. 2.  
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In addition to the energy production, another criterion to be considered is the struc-
tural and visual integration of the panels on the bus shelter. In the case of establishing 
a design with south orientation and 35º inclination, the panels would require the instal-
lation of an additional support to facilitate the installation in this position. This support 
would imply: (i) an additional weight for the shelter, which may have not been designed 
to support such load and that caused by the resistance offered against the wind; and (ii) 
an over-height that would not favor either the visual integration nor the conservation of 
the panels (possibility of vandalism). 

Table 4. Daily percentage of self-consumption and energy surplus for solar panels facing south 
and with an inclination of 35º on bus shelters in Ávila. 

 
Self-consumption (%) 

with all sources of 
consumption (Table 1) 

Self-consumption (%) 
with no digital adver-

tising panels 

Energy discharged to 
the electricity grid with 
no digital advertising 

panels (Wh/day) 
Jan. 1 5 0 
Feb. 32 267 1902 
Mar. 56 487 4183 
Apr. 58 532 4436 
May 64 613 5040 
June 69 677 5534 
July 75 725 6102 
Aug. 74 691 5958 
Sep. 67 599 5304 
Oct. 47 397 3322 
Nov. 2 17 0 
Dec. 0 0 0 

Horizontal PV panels 
The PV panels can be installed horizontally directly on the top of the bus shelters or 

using a support in case the shelter has a pronounced curvy design. Table 5 shows an 
example of the energy production of horizontal panels for the bus shelter of Fig. 2.  

Table 5. Daily maximum production per month, in watts, for the bus shelter of Fig. 2 when in-
stalling PV panels horizontally. 

Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. 
30 2126 4217 5037 6064 6813 6813 6529 4592 3165 107 0 
 
As in the case of south orientation and 35º inclination panels, the percentages of self-

consumption and the generation of surplus energy can be computed in the case of hor-
izontal panels. Table 6 shows an example of the self-consumption level achieved for 
the example of Fig. 2.  

Regarding the analysis of integration of horizontal panels and the need of supports 
for the panels, both depend on the specific design of the bus shelters. In the case of the 
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bus shelters of the city of Ávila, these have a curved shape of 30º (angle formed by the 
horizontal plane and the shelter), in such a way that supports would be necessary to 
stabilize the panels in a horizontal position. This position, closer to the shelter, implies 
a reduction of the wind loads regarding the load caused by the 35º panels. A higher 
level of integration also decreases the risk of damage caused by vandalism. On the other 
hand, horizontal panels are easily damaged by natural causes such as snow or hail, 
which are typical in Ávila in winter and summer. In addition, the panels are more sus-
ceptible to accumulating dust, reducing their performance.  

Table 6. Daily percentage of self-consumption and energy surplus for bus shelters with a hori-
zontal PV panel configuration. 

 
Self-consumption (%) 

with all sources of 
consumption (Table 1) 

Self-consumption (%) 
with no digital adver-

tising panels 

Energy discharged to 
the electricity grid with 
no digital advertising 

panels (Wh/day) 
Jan. 0.3 3 0 
Feb. 22 187 989 
Mar. 44 390 3136 
Apr. 53 491 4011 
May 65 618 5082 
June 73 710 5854 
July 73 698 5838 
Aug. 69 647 5520 
Sep. 49 432 3529 
Oct. 33 283 2048 
Nov. 1 9 0 
Dec. 0 0 0 

Flexible PV panels integrated on the shelter 
The latest advances in adaptable materials have allowed the generation of flexible 

PV panels. The position of these panels can be adjusted to the geometry of the bus 
shelters, which mostly present curved shelters. The main limitation of flexible panels 
is that their curvature must not exceed 30º.  

The average curvature value of the shelters in Ávila is 30º, which is exceeded in 
some parts of the shelters. Therefore, and in order to satisfy the curvature requirement, 
the proposal was to install flexible panels in the middle of the shelter, in such a way 
that each panel had half of its surface facing towards one orientation and half towards 
the opposite orientation.  

For the bus shelter in Fig. 2, 50% of the panel faces south and 50% of the panel faces 
north. With this configuration, the average degree of curvature is 25º, which is within 
the technical requirements of the flexible panels. The maximum monthly production 
obtained with this PV solar design is shown in Table 7. 
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Table 7. Daily maximum production per month, in watts, for the bus shelter of Fig. 2 when in-
stalling flexible PV panels. 

Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. 
14 715 1526 1825 2190 2453 2601 2341 1901 1142 45 0 
 
Again, the percentages of self-consumption and the generation of surplus energy 

were computed as shown in Table 8.  
In terms of structural and visual integration, flexible PV panels are the best config-

uration. On the one hand, their position, parallel to the bus shelter, eliminates the need 
for additional support and reduces the visual impact. On the other hand, the lightness 
of the flexible material reduces the additional weight on the shelter, also reducing the 
structural demand and possibility of being damaged by the wind or other meteorologi-
cal phenomena. In addition to minimizing the visual impact, the integrated panels re-
duce the possibility of vandalism due to the unawareness of their presence. 

Table 8. Daily percentage of self-consumption and energy surplus for bus shelters with flexible 
PV panels. 

 
Self-consumption (%) 

with all sources of 
consumption (Table 1) 

Self-consumption (%) 
with no digital adver-

tising panels 

Energy discharged to 
the electricity grid with 
no digital advertising 

panels (Wh/day) 
Jan. 0.2 1 0 
Feb. 7 63 0 
Mar. 16 141 445 
Apr. 19 178 799 
May 23 223 1208 
Jun. 26 256 1493 
Jul. 28 267 1625 

Aug. 25 232 1333 
Sep. 20 179 839 
Oct. 12 102 25 
Nov. 0.5 4 0 
Dec. 0 0 0 
 

4 Discussion 

Applying the methodology proposed in Section 3 and making use of the GIS of bus 
shelters, it is possible to know the PV solar potential in all the bus shelters of the city 
of Ávila. The average annual production for the different PV designs considering all 
the bus shelters in Avila (and their different dimensions) is shown in Table 9. 
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Table 9. Annual average production, in gigawatts-hour, for the city of Ávila and the different 
configurations of the panels. 

 Conventional PV panels Flexible PV panels 
Inclination 0º 35º 25º 

Annual average production 
for the bus shelters in Ávila 

(GWh) 
122 132 52 

 
For all the configurations, the highest production was obtained for PV panels with 

the optimal inclination (35º), followed by the configuration with a 0º inclination.  
Although the flexible panels have an inclination (25º) closer to the optimal in this 

pilot case study, the energy production was reduced by half for two reasons: 
- Maximum power. Conventional solar panels can reach high production power 

(330W has been used for computation of this work) while flexible solar panels 
are currently limited to 200W (for the computations of this work, 170W panels 
have been considered). 

- Available radiation. Although the incident radiation on solar panels with an in-
clination of 25º is greater than on a horizontal surface, the available radiation is 
practically the same. This is due to the limitation of the curvature of the flexible 
panels on the shelter, which means that the entire panel cannot be oriented op-
timally. 

Table 10 sums up the percentage of self- consumption considering (i) all consump-
tion sources considered in Table 1, and (ii) without considering the digital advertising 
panels. For the first case, with conventional PV panels, the self-consumption percent-
ages were between 55% and 59% while for flexible panels the self-consumption did 
not reach 25 %. For the second case, without the digital advertising panels, the percent-
age of self-consumption was always more than 100%. Specifically, for conventional 
panels with 35º inclination, self-consumption reaches 527%, while 487% of the demand 
was covered with the energy generated with horizontal panels (0º inclination). For flex-
ible panels, the percentage was reduced in a half (208%). As a result, the energy dis-
charged to the electricity grid was 107 GWh/year, 97 GWh/year and 27 kWh/year when 
using a 35º, 0º and 25º inclination, respectively. With the current average price of the 
energy in Spain (0.09€/kWh), savings will be around 9630€, 8730€ and 2430€, respec-
tively. 

Table 10. Annual percentage of self-consumption and energy surplus for bus shelters depend-
ing on the inclination of the solar PV panels. 

 
Self-consumption (%) 

with all sources of 
consumption (Table 1) 

Self-consumption (%) 
with no digital adver-

tising panels 

Energy discharged to 
the electricity grid with 
no digital advertising 

panels (GW) 
0º 55 487 97 

25º 24 208 27 
35º 60 527 107 
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5 Conclusions 

This work presents the development of a tool based on geospatial data with the aim 
of analyzing the PV potential of bus shelters. With this tool, bus shelters could play a 
dual role: (i) serve as street furniture, and (ii) contribute to the energy supply of the 
municipal demand with clean resources. In addition, the analysis of energy capabilities 
of bus shelters has been performed seeking the integration of the bus shelters in the 
street lighting, and in the public transport system.  

Taking this into account, an analysis of the solar PV potential in bus shelters has 
been performed with two combined approaches: the presence of shadows, and the con-
figuration of the panels.  

The presence of shadows in the bus shelters reduces energy production during cer-
tain months and depend on the location of the bus shelters. Due to the greater intensity 
of solar radiation in summer, if shadows cannot be avoided, it is possible to reduce their 
influence in the annual energy production if their presence occurs mainly in winter.  

The results of the analysis of the configuration of the panels have shown that the 
maximum production occurred  when the panels are installed on the shelters with their 
optimal inclination (determined by the location of the city under study, 35º in the city 
of Ávila). A 7% reduction of the production was obtained when the panels are horizon-
tally installed, while the installation of flexible panels resulted in a 60% loss of energy 
production. Thus, considering other criteria such as the visual and structural integration 
level as well as the safety of the panels, the most recommended configuration for the 
panels would be that with horizontal position.  
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Abstract. This study analyzes the impact of the COVID-19 pandemic on traffic 

congestion in 15 metropolitan areas of 13 Latin American countries. The 

database of the Traffic Congestion Intensity (TCI) of the IDB Invest Dashboard 
is used, it was developed from the alliance between the IDB and Waze and it is 

correlated with the contagions of the population published by Johns Hopkins 

Hospital University, for the period from March 9 to July 31, 2020, approximately 

five (5) months. For the analysis, the areas have been categorized into four (4) 
clusters, based on the Coefficient of Variation and the TCI / WHO ratio. For each 

cluster, the graphs of the variation of the ΔTCI, the contagion cases, and the 

mobility recovery rate are analyzed. Among the conclusions include that the 
decrease in the number of infections and the flexibility of social distancing 

measures can be related to a recovery from congestion and that this can be 

measured as a function to the rate of recovery of mobility. In addition, the 
pandemic has revealed less collective and more agile forms of mobility, being 

this an important opportunity for the region to develop new forms of transport.  

 

Keywords: Traffic congestion, COVID-19 infections, IDB Invest Dashboard, 

Intensity of traffic congestion, mobility recovery rate. 

1 Introduction 

The global pandemic due to SARS-CoV-2 or COVID-19 has been public since its 

appearance in Wuhan, China, in 2019 [1]. Latin America comes to suffer it later, 

compared to other regions such as Asia and Europe. The first case of contagion 

officially detected in the region was on February 26, 2020 in Brazil [2] and the first 

death, announced in Argentina, the following March 7 [3]. This situation has led to the 

implementation of sanitary measures to try to understand and stop its spread, according 

to sociodemographic characteristics, mobility and reports on the number of infections 

and deaths by country and region of the world [4]. Among the sanitary measures are 

social distancing based on measures such as quarantine and mandatory, total or partial 

confinement. These measures have been heterogeneous among the countries of the 
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region [5] and have directly impacted the mobility of people, among other effects [6] 

[7] [8] [9]. 

The direct measures that affect mobility are the closure of regional and international 

borders, suspension or restrictions on the use of urban transport systems, reduction of 

their levels of occupation, enabling of bicycle lanes and location of medical equipment 

in transport stations for monitor the temperature of the users or request their 

identification to guarantee traceability in case of contagion, among others [7] [10] [11] 

[12] [8]. 

Currently, the conception of mobility goes beyond just the transport of people and 

goods, being the reflection of a social expression by interrelating in different ways, 

giving rise to patterns of behavior due to different social experiences, to guarantee 

communication to different distances, and influencing the regional and world economy 

[13]. This is in a constant process of change, being a basic need for people in the world. 

It is part of urban life and an important cultural component and of political, economic 

and sociocultural development, being essential for its analysis to consider the 

phenomenon of traffic congestion [14].  

Latin America is a flourishing region, whose urban growth has accelerated 

dramatically in recent decades in an uncontrolled manner [15]. According to [16], it is 

the second region in the world with the highest urban growth and, with this, its service 

needs, including mobility and transportation. Traffic congestion problems are evident 

in the region [17] and, especially, in cities such as Bogotá [18], Cali [19], Mexico City 

[20], Santiago de Chile [15] and Buenos Aires [21], among others. Accelerating the 

need for higher levels of urban infrastructure, transportation and investment modalities, 

representing in expenses up to 3.5% of the region's GDP [13] and, for families, one 

significant cost to achieve mobilization [22].   

Mostly, traffic congestion is an incident problem in capital cities, where its root is 

due to a complex context, in which political, economic, social, cultural and historical 

heritage variables are articulated [19]. In this framework, Table 1 shows the number of 

hours that a driver remains detained during the year due to congestion and the average 

speed of advance of vehicles in some of the cities of Brazil, Colombia, Ecuador and 

Mexico during 2019, according to the INRIX Global Traffic Scorecard [23]. In this 

ranking, 975 cities and 43 countries in the world regions are analyzed and positioned, 

based on traffic congestion. 
  

Table 1. Congestion Time and Average Vehicle Speed for 2019 [23] 

Country City Number of Peak 
Congestion 

Hours 

Variation of the 
average Congestion 

Rate with respect to 
the previous year (%) 

Average vehicle 
speed (mph) 

Brasil Rio de Janeiro 190 -5 11 

Sao Paulo 152 +5 13 

Colombia Bogotá 191 +3 9 

Cali 94 -8 12 

Ecuador Quito 144 0 10 

Guayaquil 130 +4 13 

México Mexico City 158 +2 12 

Guadalajara 85 -10 13 
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Among other variables, congestion depends on the motorization of travel in cities, 

where Latin America is one of the highest in the world, along with Asia and the Middle 

East [24]. The number of vehicles per area (km2) is higher in Costa Rica (21), Mexico 

(19) and Guatemala (17) than in European countries. This motorization is reflected in 

the modal share of travel in the city and in the performance of public transport. This 

has brought problems and impacts to the accessibility of the population to jobs and 

education, public health and also, to recreational and cultural activities, in addition the 

consumption of fuel and other resources. 

Currently, as a result of the global pandemic COVID-19, congestion levels have 

been reduced in Latin America  [5] [4]. This decrease has been significant in the first 

days of the implementation of various social distancing measures. Which indicates that 

this distancing can be analyzed through mobility patterns. Platforms of the 

Interamerican Development Bank (IDB)  [25], Moovit [26] and Google [27], among 

others, have published their databases and comparisons with months prior to the 

pandemic, to be used for the different studies on COVID-19.  

The IDB has published the IDB Invest Dashboard [25] which allows monitoring the 

distancing measures in the region based on its mobility, in real time, with the purpose 

of tracking the variables so that they serve as input for the public policy-making in the 

countries. The traffic data published in this Dashboard [25] comes from the alliance 

between the IDB and Waze [28], with these the Traffic Congestion Intensity indicator 

(TCI) can be estimated. According to this Index, in the first weeks of the 

implementation of the distancing measures, congestion in 69 metropolitan areas in 

Latin America fell significantly. The most extreme case being the city of Lima [29] 

where a decrease of up to 88% of the TCI is registered.  

The purpose of this article is to analyze the TCI of 15 Latin American areas 

belonging to 13 countries, for the period from March 9 to July 31, 2020, approximately 

five (5) months. In addition to the data published in the IDB Invest Dashboard [25], the 

information from Johns Hopkins Hospital University [30], has been used for the 

COVID19 number of infections. The 15 metropolitan areas have been grouped into four 

(4) clusters, to serve for the analysis. As shown in the methodology, descriptive 

statistical measures were estimated for each area from the graphs, based on observing 

the recovery of traffic congestion, once the contagions decrease. From this analysis, the 

mobility recovery rate (MRR) is defined, which in most cases is positive and distinctive 

of the analyzed area. For each case, the dispersion and correlation of the data is 

estimated for the period of increase of the ΔTCI, after the maximum decrease. 

2 Methodology 

The data used in this article are obtained from the IDB Invest Dashboard [25], 

according to the Methodological Note [2], from the agreement of this institution with 

Waze [28]. This data comes from the information of the mobile phones of Waze users 

[28], which is aggregated and geocoded in real time every two (2) minutes. The 

Dashboard [25] uses as the reference or comparison period the week of March 1 to 7, 

2020, because traffic patterns were not affected by regional holidays and there were 

still very few reported cases of contagion in the region. Additionally, governments had 

not yet issued restrictions or recommendations for social distancing. 
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It is difficult to compare different cities, with different administrative, legal and 

historical limits [2] [30] and that do not necessarily reflect their functional and 

economic reach. In this sense, using IDB’s methodology to create urban centers as 

adjacent grid groups (with more than 1,500 inhabitants / grid and more than 100,000 

inhabitants), the IDB Invest Dashboard [25] limits its publication to urban centers with 

more 750,000 inhabitants. That is, it restricts the analysis to centers with sufficient 

activity and historical information from Waze [28], remaining in only 64 metropolitan 

areas in 19 countries. Using the TCI as indicator for the analysis. 

According to [2], the TCI is the sum of the total times and lengths of congestion for 

periods of 24 hours compared to those carried out on the days of March 1 to 7, 2020. 

With this, a ΔTCI is estimated, which It allows the percentage comparison between the 

same days of the week, called the ratio-20.   

In [25] the information of 64 metropolitan areas is published, however for the 

present study are considered the cities of Buenos Aires (AR-BA), Santa Cruz de la 

Sierra (BO-SC), Brasilia (BR -BR), Sao Paulo (BR-SP), Rio de Janeiro (BR-RJ), 

Santiago de Chile (CL-ST), Bogotá (CO-BO), San José (CR-SJ), Quito (EC-QU ), San 

Salvador (SV-SS), Tegucigalpa (HN-TE), Guatemala City (GT-GT), Mexico City 

(MX-MX), Panama City (PA-PA) and Lima (PE-LI) . The analysis period comprises 

from March 9 to July 31 of this year, approximately five (5) months. Only for Bogotá, 

Colombia, the start date is taken from March 9, since the data from the IDB Invest  

Dashboard [25] started from that day. This country announces the start of its closure on 

March 2 [29]. 

The areas were grouped into four (4) clusters, based on the Coefficient of Variation 

(CV) (which is an indicator developed by the IDB) and the TCI / WHO ratio, published 

in [2] as a methodological guide. For each cluster, the ΔTCI variation graphs are 

analyzed, as a function of time and, in turn, of the daily cases of contagions detected 

for the same day. The contagion data is taken directly from those published by the 

Center for Systems Engineering and Sciences (CSSE) of the Johns Hopkins Hospital 

University (JHU) [31].  

For each area, graphic analyzes were carried out and descriptive statistical measures 

were estimated, based on observing the recovery of traffic congestion, once contagions 

decrease. These graphs show the lowest point of the ΔTCI and, from this moment, the 

recovery of traffic congestion in the area, as a line product of the linear regression. With 

these, the MRR is estimated as the slope of this line, which in most cases is positive 

and distinctive of the analyzed area. For each case, the dispersion and correlation of the 

data is estimated for the period of increase of the ΔTCI, after the maximum decrease.  

3 Results and their analysis  

Figure 1 shows the conformation of the clusters of the 15 cities under study, 

according to the Coefficient of Variation (CV) and the TCI / WHO ratio, published in 

[2]. Additionally, Table 2 shows the description of each of these clusters. Next, the 

graphs of TCI [25] and daily contagions [30]. Are shown for each group of clusters. 

Subsequently, the cluster analysis shows the general statistical analysis of the areas in 

summarized in Table 3.  
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Fig. 1. Distribution of the clusters of the cities (CV, Coefficient of Variation; TCI/WHO, Traffic 
Congestion Intensity indicator) 

 
 
Table 2. Definition of the clusters 

 

Group Definition (1) Number of 

cities 

Percentage 

(%) 

Member Cities 

A 0,33 <CV 
TCI/WHO<4,93 

2 13,3 Brasilia, Lima 

B 0,33 <CV 
TCI/WHO≥4,93 

4 26,6 Bogotá, Mexico City, Panamá 
City, Sao Paulo 

C CV≥0,33 
TCI/WHO<4,93 

6 40,0 Buenos Aires, Quito, Santa Cruz 
de la Sierra, Tegucigalpa, Rio de 
Janeiro, Santiago de Chile 

D CV≥0,33 
TCI/WHO≥4,93 

3 20,0 Guatemala City, San José, San 
Salvador 

(1) Definition: CV, Coefficient of Variation; TCI/WHO, Traffic Congestion Intensity indicator 

3.1 Cluster A 

Cluster A is made up of the cities of Brasilia and Lima. Figures 2 and 3 show their 

graphs of ΔTCI and number of infections for the same day, as expressed in the 

methodology, respectively. In these figures, it is observed that as the number of con-

tagion decreases, there is a relaxation from the point of view that there is a recovery of 

the TCI. As discussed in the methodology, the MRR for both cities has a positive slope 

of 30.9 and 44.94%, with a dispersion of 0.1661 and 0.7261, respectively. 
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Fig. 2.Recovery of Traffic Congestion (Axis Y1, 

blue) for Brasilia and COVID19 Infections (Axis 
Y2, red) 

Fig. 3. Recovery of Traffic Congestion (Axis Y1, 

blue) for Lima and COVID19 Infections (Axis 
Y2, red) 

3.2 Cluster B 

Cluster B is made up of the cities of Bogotá, Mexico City, Panama City and Sao 

Paulo. Figures 4 to 7 show their graphs of ΔTCI and number of infections for the same 

day, as expressed in the methodology, respectively. During 2019, Bogotá has been 

ranked number 1 among the cities with the highest traffic congestion, thanks to its high 

levels of motorization and other variables. Additionally, Mexico City and Sao Paulo 

are within the top ten (10). In this sense, this grouping is to be expected. The MRR of 

the cities is 40; 43.89; 23.2; 54.57%, respectively, with dispersions above 0.5455. This 

shows that the recovery from congestion is one of the fastest in the region.  

Fig. 4. Recovery of Bogota Traffic Congestion 

(Axis Y1, blue) and COVID19 Infections (Axis 
Y2, red) 

Fig. 5. Recovery of Mexico City Traffic 

Congestion (Axis Y1, blue) and COVID19 
infections (Axis Y2, red) 
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Fig. 6. Recovery of Panama City Traffic 

Congestion (Axis Y1, blue) and COVID19 
Infections (Axis Y2, red) 

Fig. 7. Recovery of Sao Paulo Traffic Congestion 

(Axis Y1, blue) and COVID19 Infections (Axis Y2, 
red) 

3.3 Cluster C 

Cluster C is made up of the cities of Buenos Aires, Quito, Santa Cruz de la Sierra, 

Tegucigalpa, Rio de Janeiro and Santiago de Chile. Figures 8 to 13 show their graphs 

of ΔTCI and number of infections for the same day, as expressed in the methodology, 

respectively. In this conglomerate, unlike the previous ones, it is observed that the MRR 

is 16.7; 29.9; 11.6; 10.4; 51.1 and 5.4%, respectively, with dispersions ranging from 

0.013 to 0.8217. Of this group, Rio de Janiero stands out, for having the highest MRR 

in the group, comparable to conglomerate B, and Santiago de Chile. The latter, unlike 

all the others, stands out by a recovery in the number of infections from the week XX 

and in this sense, a correlation of its data close to zero (0.013).  

 

  
Fig. 8. Recovery of Buenos Aires Traffic 

Congestion (Axis Y1, blue) and COVID19 

Infections (Axis Y2, red) 

Fig. 9. Recovery of Quito Traffic Congestion 
(Axis Y1, blue) and COVID19 Infections (Axis 

Y2, red) 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 525

ISBN 978-9930-541-79-1



  
Fig. 10. Recovery of Santa Cruz de la Sierra 

Traffic Congestion (Axis Y1, blue) and COVID19 

Infections (Axis Y2, red) 
 

Fig. 11. Recovery of Tegucigalpa Traffic 
Congestion (Axis Y1, blue) and COVID19 

Infections (Axis Y2, red) 
 

  
Fig. 12. Recovery of Rio de Janeiro Traffic 

Congestion (Axis Y1, blue) and COVID19 
Infections (Axis Y2, red) 

 

Fig. 13. Recovery of Santiago de Chile Traffic 

Congestion (Axis Y1, blue) and COVID19 
Infections (Axis Y2, red) 

 

3.4 Cluster D 

El Cluster D is made up of the cities of Guatemala City, San José and San Salvador. 

Figures 14 to 16 show their graphs of ΔTCI and number of infections for the same day, 

as expressed in the methodology, respectively. In this group, it is observed that the 

measures implemented for social distancing were aimed at restricting the use of private 

vehicles or public transport. Their MRR is 2.12; 14.6 and 28.87%, respectively, with 

dispersions from 0.0017 to 0.6413. The highest dispersion is for Guatemala City and 

the lowest for San Salvador.  

 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 526

ISBN 978-9930-541-79-1



Fig. 14. Recovery of City of Guatemala Traffic 
Congestion (Axis Y1, blue) and COVID19 

Infections (Axis Y2, red) 

Fig. 15.Recovery of San Jose Traffic Congestion 
(Axis Y1, blue) and COVID19 Infections (Axis Y2, 

red) 

Fig. 16. Recovery of San Salvador Traffic Congestion (Axis Y1, blue) and COVID19 Infections (Axis 
Y2, red) 

Table 3. Statistical data per area 

Country Argentina Bolivia Bazil Brazil Brazil Chile Colombia Costa Rica

City Buenos Aires
Santa Cruz de la 

Sierra
Brasilia Rio de Janeiro Sao Paulo Santiago Bogotá San José

Average Variation in 

Congestion
-72,41 -87,93 -66,79 -64,58 -59,02 -70,93 -68,04 -70,49

Maximum value 57,64 14,75 73,93 3,05 31,93 25,11 1,38 -11,28

Minimum value
-94,08 -99,74 -95,04 -94,22 -92,74 -92,52 -97,00 -96,99

Standard deviation 21,93 22,74 28,26 23,80 26,99 21,14 23,58 16,94

Median -76,10 -96,23 -76,14 -73,90 -65,30 -75,81 -68,44 -73,65

Country Ecuador El Salvador Guatemala Honduras Mexico Panamá Perú

City Quito San Salvador Guatemala City Tegucigalpa Mexico City Panamá City Lima

Average Variation in 

Congestion
-79,33 -79,50 -66,35 -88,89 -64,54 -83,42 -71,85

Maximum value 12,75 6,38 18,65 -6,28 4,44 -6,30 2,72

Minimum value
-98,26 -98,33 -98,38 -98,06 -92,05 -97,97 -97,24

Standard deviation 20,32 19,41 22,80 15,16 20,42 15,73 24,71

Median -86,26 -88,46 -69,23 -92,22 -71,86 -89,17 -84,20
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4 Analysis of Results 

In order to understand how the pandemic will affect in the future and, above all, the 

different changes that may occur from this health emergency, it is necessary to review 

the transformations that occurred, especially from the 12th and 19th centuries. 

Fundamentally, these pandemics highlight the health problems associated with 

overcrowding and industrial development. According to [32] it indicates the rezoning 

and ordering of the city as a space for “social reproduction” in order to solve the 

problems derived from unhealthy conditions and overcrowding of people.  

If in previous centuries, the bubonic plague in Florence in 1348, which of 1665 in 

London or the diseases in the city of Seville in 1786, motivated the processes of 

transformation of the cities. At the beginning of this 21st century, practically the same 

reasons plague cities globally, with inequality in said social reproduction, health and 

the environment being a matter of concern for the United Nations System. It is 

estimated that approximately 828 million people live in slums. In addition, the levels 

of energy consumption and pollution in urban areas are also considered worrisome, 

although cities occupy only 3% of the earth's surface, they represent between 60 and 

80% of energy consumption and 75 % of carbon emissions [33] and nine (9) out of ten 

(10) people suffer from health problems derived from poor air quality and 7 million

people die each year from respiratory diseases of contaminated air particles [34].

The main recommendations of the WHO for the transformation of transport in cities 

establish lines of concrete actions for its future in cities: 
“Adoption of clean electricity generation methods; prioritization of rapid urban transport, 

pedestrian and bicycle paths in cities, and interurban freight and passenger transport by 
rail; use of cleaner heavy duty diesel engine vehicles and low emission vehicles and fuels, 

especially low sulfur fuels” [34].  

An indicator of the change in the behavior model associated with mobility in this 

period of restrictions is the increase in Internet data traffic BID 2020 [35]. According 

to an IDB report during the first months of the application of mobility restrictions, the 

Internet pressure index (KASPR) was affected in some cities up to 40%, as shown in 

Table 4. Which can be inferred as the reduction of face-to-face activities and its 

substitution to virtual ways of work and communications. Since the selected cities are 

the major cities of each country (Table 2), we assume a proportionality between the 

behavior of the country and the corresponding behavior of its major cities and capitals. 

Table 4. Increase in data traffic on the Internet, according to data in [35] 

Country Percentage (%) 

Argentina 22 y 25 

Brazil 10  y 20 

Ecuador 30 (fixed networks) y 8 (mobile networks) 

Colombia 40 (fixed networks) y 12 (mobile networks) 

Another indicator of behavior changes in the pandemic has been the impact of 

restrictions, this time on people's mobility behavior (5). As it can be seen in Table 5, 

only trips to second homes increased perhaps as a way to flee from areas with more 
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demographic density, and it can be noted the decrease in movements associated with 

areas with close personal contact such as leisure and parks. 

The pandemic and the different mobility restrictions have shown the need for 

more agile and less collective forms of transport services. Already in 2014, at the 

ITS Conference in Helsinki, the concept of MaaS appeared as a set of subscription 

mobility services [36]. This is defined as the integration of various forms of 

accessible transport services based on demand for individual mobility. MaaS services 

provide various menus of transport options, both public, bicycle, taxis, shared or 

rental car and combinations of both. COVID-19 represents an opportunity for the 

development of new public-private transport services that would contribute to 

sustainability, resilience, mitigation of so-called climate change and the health of the 

population. 

For the case of Latin America and the study cities, there are several challenges 

that must be addressed [37]. To the low quality in time cost of public transport, are 

added the road insecurity for the most vulnerable (pedestrians), the high level of 

polluting emissions, its impact on health, as well as the high traffic congestion and a 

very limited management that prevents the optimization of road infrastructure, as 

well as the effective prioritization for buses, pedestrians and cyclists. COVID-19 

highlights the importance of health when facing these challenges in the future. 

Table 5. Mobility in the face of COVID-19 in Latin America [27]  

Contry 

Stores and 
Leisure 

(%) 

Supermarkets 
and 

Drugstores 
(%) 

Parks (%) 
Transport 
Stations 

(%) 

Work (%) 
Second 

residences 

(%) 

Argentina -61 -21 -83 -54 -28 17 

Bolivia -53 -31 -42 -56 -43 23 

Brazil -40 -2 -39 -38 -22 14 

Chile -66 -46 -67 -66 -50 28 

Colombia -47 -24 -38 -48 -35 20 

Costa Rica -36 -23 -46 -46 -30 15 

Ecuador -36 -20 -38 -47 -45 23 

Guatemala -48 -32 -40 -63 -42 24 

Honduras -56 -32 -39 -65 -46 20 

Mexico -46 -18 -39 -52 -39 17 

Panamá -60 -36 -50 -61 -53 30 

Perú -67 -35 -46 -58 -54 28 

El Salvador -51 -28 -50 -60 -52 24 

Venezuela 46 -27 41 56 -38 19 
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Conclusions 

This study begins with the analysis of the impact of the COVID-19 pandemic on 

traffic congestion in 15 metropolitan areas of 13 Latin American countries. The 

database of the Intensity of traffic congestion of the IDB Invest Dashboard and the 

number of infections in the population published by Johns Hopkins Hospital University 

were used, for the period from March 9 to July 31, 2020, approximately five (5) months. 

From the categorization of four (4) clusters, the graphs of the variation of the ΔTCI, the 

cases of contagion and the rate of recovery of mobility are analyzed. It should be noted 

that the decrease in the number of infections brings flexibility of social distancing 

measures and the recovery of congestion, which is observed based on the rate of 

recovery of mobility. 

It is observed that the mobility recovery rate for conglomerates A and B is higher 

than for the rest, coinciding with the areas of the cities with the greatest traffic 

congestion. In cluster D, this rate is lower, however, they present greater dispersion 

(seen from the point of view that their correlation is not very significant), coinciding 

with the areas where the distancing measures were related to restrictions on the use of 

vehicles individuals or public transport. 

Similar to what happens with pandemics of the twelfth and nineteenth centuries, 

this brings as evidence that social inequality, health and the environment are reasons 

for concern. Non-negligible effects for citizens, especially in large urban centers, are 

evident: the rapid recovery of pollution levels and traffic congestion as the economic 

recovery becomes more pressing 

Finally, the COVID-19 pandemic has revealed that less collective and more agile 

forms of mobility are needed, being an important opportunity for the region to develop 

new forms of transport in the face of a pandemic which has required people to have 

physical distance and yet they need to move from one place to another. 

However, if the problems associated with the pandemic continue, a review of the 

World Health Organization recommendations regarding the use of public transport will 

be necessary. This fact raises a dilemma between maintaining state-of-the-art urban 

mobility policies (mitigation of climate change), versus public health and the well-

being of citizens. 

Acknowledgments 

The authors of this article would like to thank the Programa Iberoamericano de 

Ciencia y Tecnología para el Desarrollo (CYTED), since it was carried out within the 

framework of the Red Iberoamericana de Transporte y Movilidad Urbana Sostenible 

(RITMUS, 718RT0566). 

References 

1. N. Chen, N. Zhou, X. Dong, J. Qu, F. Gong, Y. Q. Y. Han, J. Wang, Y. Liu, Y. 

Jia’an y T. Yu, «Epidemiological and clinical characteristics of 99 cases of 2019 

novel coronavirus pneumonia in Wuhan, China: a descriptive study,» The Lancet, 
vol. 365, pp. 507-513, 2020.

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 530

ISBN 978-9930-541-79-1



2. I. Invest, «Coronavirus Impact Dashboard Methodological Note,» IDB, 2020.

3. R. Pierre y P. Harris, «COVID-19 en América Latina: Retos y oportunidades,» 

Revista Chilena de Pediatria, vol. 91, nº 2, pp. 179-182, 2020.

4. M. Ribeiro-Dantas, G. Alves, R. Gomes, L. Bezerra, L. Lima y I. Silva, «Dataset
for country profile and mobility analysis in the assessment of COVID-19 

pandemic,» Data in Brief, vol. 31, p. 4, 2020.

5. IDB, «Del Confinamiento a la reapertura: Consideraciones estratégicas para el 
reinicio de actividades en América Latina y el Caribe en el marco del Covid-19,» 

IDB, New York, 2020.

6. A. Iranzo, «COVID-19: ¿(in)seguridad sin (in)movilidad? Acercando la política de 
la movilidad a los Estudios Críticos de Seguridad,» Geopolítica(s) Revista de 

estudios sobre espacio y poder, vol. 11, pp. 61-68, 2020.

7. M. Kraeme, C. Yang, B. Gutierrez, C. Wu, B. Klein, D. Pigott, L. Plesiss, N. Faria, 

R. Li, W. Hanage, J. Brownstein, M. Layan, A. Vespignani, H. Tian, H. Dye, O. 
Pybus y S. Scarpino, «CORONAVIRUS. The effect of human mobility and control 

measures on the COVID-19 epidemic in China,» Science, vol. 368, p. 493–497, 

2020.
8. I. Sirkeci y M. Murat, «Coronavirus and Migration: Analysis of Human Mobility 

and the Spread of COVID-19,» Migration Letters, vol. 17, nº 2, p. 379 – 398, 2020. 

9. L. Peñafiel-Chang, G. Camelli y P. eñafiel-Chang, «Pandemia COVID-19: 
Situación política - económica y consecuencias sanitarias en América Latina,» 

Revista Ciencia UNEMI, vol. 13, nº 33, pp. 120-128, 2020. 

10. A. Lasry, D. Kidder, M. Hast, J. Poovey, G. Sunshine y K. Winglee, «Timing of 

Community Mitigation and Changes in Reported COVID-19 and Community 
Mobility — Four U.S. Metropolitan Areas, February 26–April 1, 2020,» Morbidity 

and Mortality Weekly Report., vol. 69, pp. 451-457, 2020.

11. S. Lokhandwala y P. Gautam, «Indirect impact of COVID-19 on environment: A 
brief study in Indian context,» Environmental Research, vol. 188, pp. 1-10, 2020. 

12. Shezen, «Combating COVID-19,» Shezen Bus Group, 2020.

13. R. Alonso y D. Lugo-Morìn, «El estado del arte de la movilidad del transporte en
la vida urbana en ciudades latinoamericanas,» Revista Transporte y Territorio, vol. 

19, pp. 133-157, 2018.

14. G. Alonso, «El estado del arte de la movilidad del transporte en la vida urbana en

ciudades latinoamericanas,» Revista Transporte y Territorio, vol. 19, pp. 133-157, 
2018.

15. M. Jans, «Movilidad Urbana: En Caminos a sistemas de trasnporte Colectivos 

Integrados,» Artículo, pp. 6-11, 2018.
16. H. Terraza, D. Rubio y F. Vera, «De ciudades emergentes a ciudades sostenibles.

Comprendiendo y Proyectando las ciudades del Siglo XXI,» BID, 2016.

17. C. Rivasplata, «Congestion pricing for Latin America: Prospects and constraints,» 
Research in Transportation Economics, vol. 40, pp. 56-65, 2013. 

18. R. Alirio, R. Escobar y D. Liberona, «Government and governance in intelligent

cities, smart transportation study case in Bogotá Colombia,» Ain Shams 

Engineering Journal, vol. 11, pp. 25-34, 2020. 
19. R. Vergara, J. Arias y M. Rodríguez, «Congestión urbana en Santiago de Cali, un

estudio de caso de política pública,» Territorios 42, pp. 1-29, 2020.

20. J. Luyando y J. Herrera, «Propuesta vial para atacar el problema de contaminación
en la Ciudad de México,» Revista de Direito da Cidade, vol. 11, nº 2, pp. 316-336, 

2019.

21. C. Mauricio y M. Pilar, «Planificación Multiescalar. Las desigualdades territoriales.
Volumen II,» CEPAL, 2017. 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 531

ISBN 978-9930-541-79-1



22. N. Gandelman, T. Serebrisky y A. Suárez-Alemán, «Household spending on

transport in Latin America and the Caribbean: A dimension of transport

affordability in the region,» Journal of Transport Geography, vol. 79, pp. 1-14, 

2019.
23. INRIX, «INRIX Global Traffic Scorecard,» INRIX, 2020. [En línea]. Available: 

https://inrix.com/scorecard/.

24. M. Rivas, A. Suárez-Aleman y T. Serebrisky, «Hechos estilizados de transporte 
urbano en América Latina y el Caribe,» BID, 2019.

25. IDB, «Tablero de Impacto del Coronavirus,» 2020. [En línea]. Available: 

https://www.iadb.org/es/topics-effectiveness-improving-lives/coronavirus-impact-
dashboard.

26. Moovit, «Moovit Public Transit Index,» 2020. [En línea]. Available: 

https://moovitapp.com/insights/en/Moovit_Insights_Public_Transit_Index-

countries.
27. GOOGLE, «Informes de Movilida Local sobre el COVID-19,» 2020. [En línea]. 

Available: https://www.google.com/covid19/mobility/.

28. Waze, «WAZE for Cities,» 2020. [En línea]. Available: 
https://www.waze.com/es/ccp.

29. IADB, «IDB Mejorando Vidas,» IDB, 2020. [En línea]. Available: 

https://blogs.iadb.org/efectividad-desarrollo/es/tablero-de-impacto-del-
coronavirus-midiendo-los-efectos-del-distanciamiento-social-en-la-movilidad-de-

america-latina-y-el-caribe/. 

30. L. Dijikstra y H. Poelma, «Cities in Europe: The New OECD-EC Defintion. 

Regional Focus 1/2012,» European Commission, 
https://ec.europa.eu/regional_policy/sources/docgener/focus/2012_01_city.pdf,

2012.

31. JHU, «Coranovirus Research Center,» John Hopskin Hospital, 2020. [En línea]. 
Available: https://coronavirus.jhu.edu/map.html.

32. A. Álvarez, «La ciudad como productor versus la ciudad como obra, o la realidad 

urbana entre el espacio de la renta y el espacio social,» Universidad de Valladolid, 
Valladolid, 2015.

33. ONU, «17 Objetivos que transforman el mundo,» [En línea]. Available: 

https://www.un.org/sustainabledevelopment/es/. [Último acceso: 03 04 2020].

34. OMS, «Calidad del aire y salud,» 2 5 2018. [En línea]. Available: 
https://www.who.int/es/news-room/fact-sheets/detail/ambient-(outdoor)-air-

quality-and-health. [Último acceso: 03 04 2020].

35. IDB, «Coronavirus: generando nuevo tráfico en América Latina,» 1 4 2020. [En
línea]. Available: https://blogs.iadb.org/transporte/es/coronavirus-generando-

nuevo-trafico-en-america-latina/ . [Último acceso: 6 5 2020].

36. T. Serafimova, «Covid-19: An opportunity to Redesing Mobility Towards great
Suatainability and Resilience?,» European University Institute, 2020.

37. CAF, «Transpote y Desarrollo en América Latina. Vol. 1. No.1,» 2018.

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 532

ISBN 978-9930-541-79-1



Conditional Generative Adversarial Networks to
Model Urban Outdoor Air Pollution
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Abstract. Modeling, predicting, and forecasting ambient air pollution
is an important way to deal with the degradation of the air quality in
our cities because it would be helpful for decision-makers and urban
city planners to understand the phenomena and to take solutions. In
general, data-driven modeling, predicting, and forecasting outdoor pol-
lution methods require an important amount of data, which may limit
their accuracy. To deal with such a lack of data, we propose to train gen-
erative models, specifically conditional generative adversarial networks,
to create synthetic nitrogen dioxide daily time series that will allow an
unlimited generation of realistic data. The experimental results indicate
that the proposed approach is able to generate accurate and diverse pol-
lution daily time series, while requiring reduced computational time.

Keywords: urban outdoor pollution modeling · machine learning · generative
adversarial networks · data augmentation

1 Introduction

Artificial intelligence, computational intelligence, and automated learning are
already coping with different areas in our daily life due to their success in a wide
range of applications [5]. In this study, we focus on generative models, which
have shown success on tasks related to learning and gaining knowledge about
data, data distributions, and other valuable information [24].

In particular, generative adversarial networks (GANs) is a powerful method
to train generative models [6]. GANs take a training set drawn from a specific
distribution and learn to represent an estimate of that distribution by using
unsupervised learning. The output of this method is a generative model that
produces new information units that approximate the original training set.

In general, GANs consist of two artificial neural networks (ANN), a gen-
erator and a discriminator, that apply adversarial learning to optimize their
parameters (weights). The discriminator learns how to distinguish between the
“natural/real” data samples coming from the training dataset and the “artifi-
cial/fake” data samples produced by the generator. The generator is trained to
deceive the discriminator by transforming its inputs from a random latent space
into “artificial/fake” data samples. GAN training is formulated as a minimax
optimization problem by the definitions of generator and discriminator loss [6].
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GANs have been successfully applied to generate realistic, complex, and mul-
tivariate distributions. This has motivated a growing body of applications, espe-
cially those concerning multimedia information (e.g., images, sound, and video),
in science, design, art, games, and other areas [14,20].

Urban design has traditionally prioritized motorized mobility (the use of the
individual or collective vehicles), with the growth of the cities this is having
an undesired negative effect over safety and reducing the quality of life of the
inhabitants. A major concern derived from the rapid development of car-oriented
cities is the high generation of air pollutants and their impacts on the citizens’
health [17]. Thus, air pollution is the top health hazard in the European Union
because it reduces life expectancy and diminishes the quality of health [9, 18].

In the urban areas, one of the major sources of pollutants, such as nitrogen
dioxide (NO2), is road traffic [18]. Thus, reducing it would be an effective strategy
to improve urban livability and their inhabitants’ health. However, it is not
easy to understand the different phenomena that may have implications for
the production or dissipation of pollutants. For this reason, there have been
different approaches to evaluate the real impact of mobility policies in the air
quality [8, 10,23].

The interest in modeling, predicting, and forecasting ambient air pollution
has also been growing during the last years. Getting in advance accurate quality
air values would allow policy-makers and urban city planners to provide rapid
solutions to prevent human risk situations [13].

Traditionally, physics-based and deterministic approaches have been applied
to address air pollution modeling [3,4]. These approaches are sensitive to several
factors, including the scale and quality of the parameters involved, computation-
ally expensive, and dependent on large databases of several input parameters,
of which some may not be available [3].

With the rapid development of ANNs and their successful application to
many different short-term and long-term forecasting applications, several re-
searchers have proposed the use of such a data-driven methodology to deal with
air outdoor pollution modeling, prediction, and forecasting [3]. On the one hand,
the main advantage of this approach is that the use of ANNs does not require
an in-depth understanding of the physics and dynamics between air pollution
concentration levels and other explanatory variables [3, 11, 15]. On the other
hand, it is an open question the selection of the appropriate ANN model, the
interpretation of the results of that kind of black-box methods, and the results
are problem specific. Besides, as the deterministic models, this kind of machine
learning and deep learning methods require a vast amount of data to be trained.

In this research, we want to propose the use of a specific type of GANs,
conditional GANs (CGANs) [12], to train generators able to create synthesized
data, as a data augmentation approach, to feed data-driven methodologies for
modeling, forecasting, and predicting outdoor pollution. The data samples gen-
erated are the daily time series of a given pollutant from a given area of a city
according to a given condition (class). As a use case, we deal with the genera-
tion of daily NO2 concentration time series at the Plaza the España in Madrid
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(Spain). The real dataset provided used to train the CGAN is build by collecting
the levels of NO2 gathered by a sensor located there. It is important to remark
that we are not trying to create a pollution forecasting method, but a modeling
one from training the generative models.

The main contributions of this research are: a) proposing a new approach
based on CGANs to create pollution time series, and b) generating new data
samples to be used by data-driven pollution modeling approaches. Thus, we want
to answer the following research question: RQ: Is it possible to apply generative
modeling to produce new daily time series to improve our understanding of the
phenomena related to the pollution in our cities?

The paper is organized as follows: The next section introduces the main con-
cepts to understand CGANs and how they are applied to generate air pollution
data. Section 3 introduces the research methodology applied in this research.
The experimental analysis is presented in Section 4. Finally, Section 5 draws the
conclusions and the main lines of future work.

2 CGANs for pollution data augmentation

The CGANs are an extension of a GAN for conditional settings (labeled data).
This section introduces the main concepts in GANs and CGANs training and
presents how CGANs are applied to generate pollution daily series to address
pollution data augmentation.

2.1 Conditional generative adversarial networks training

GANs are unsupervised learning methods that learn the specific distribution of
a given (real) training dataset, to produce samples using the estimated distri-
bution. Generally, GANs consist of a generator and a discriminator that apply
adversarial learning to optimize their parameters.

During the training process, the discriminator updates its parameters to learn
how to differentiate between the natural/real samples from the training data set
and the artificial/fake samples synthesized by the generator.

The GAN training problem is formulated as a minimax optimization problem
by the definitions of generator and discriminator. Let G = {Gg, g ∈ G} and
D = {Dd, d ∈ D} denote the class of generators and discriminators, where
Gg and Dd are functions parameterized by g and d. G,D ⊆ Rp represent the
respective parameters space of the generators and discriminators. The generators
Gg map a noise variable from a latent space z ∼ Pz(z) to data space x = Gg(z).
The discriminators Dd assign a probability p = Dd(x) ∈ [0, 1] to represent
the likelihood that x belongs to the real training data set. In order to do so,
φ : [0, 1] → R, which is concave measuring function, is used. The Pz(z) is a
prior on z (a uniform [−1, 1] distribution is typically chosen). The goal of GAN
training is to find d and g parameters to optimize the objective function L(g, d).

min
g∈G

max
d∈D

L(g, d), where

L(g, d) = Ex∼Pdata(x)[φ(Dd(x))] + Ez∼Pz(z)[φ(1−Dd(Gg(z)))] , (1)
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This provokes that Dd becomes into a binary classifier providing the best
possible discrimination between real and fake data. Simultaneously, it encourages
Gg to fit the real data distribution. In general, both ANN are trained by applying
backpropagation.

Fig. 1: Most commonly used CGANs training setups.

CGANs are an extension of GANs to deal with labeled training datasets
(structured in classes). The idea is to train generative models able to create
samples of a given class given according to a given label. Thus Gg and Dd

receive an additional variable y as input, which represents the label of the class
(see Fig 1). The CGANs objective function can be rewritten it is shown in Eq 2.

min
g∈G

max
d∈D

L(g, d), where

L(g, d) = Ex,y∼Pdata(x,y)[φ(Dd(x, y))] +Ez∼Pz(z),y∼Py(y)[φ(1−Dd(Gg(z, y), y))] ,
(2)

2.2 GANs applied to urban sciences

There is a consistent body of evidence that GANs excel at implicitly sampling
from highly complex, analytically-unknown distributions in a great number of
contexts [24]. Thus, nowadays, researchers are using such a machine learning
approach to generate data across a variety of disciplines.

However, there is a lack of studies on applying GANs to problems related
to our cities. Some examples of this type of research are: a generative model
trained by an unconditional GAN was trained to create realistic built land use
maps, i.e., the model was able to generate cities (maps of built land use). These
maps showed a high degree of realism and they provided realistic values on sev-
eral statistics used in the urban modeling literature with real cities [2]. Later,
the same authors proposed the use of CGANs to add new levels of realism to
the generated maps and the ability to predict land use maps from underlying
socio-economic factors. These new maps take into account, for example, physical
constraints such as water areas [1]. Physics-informed GAN (PIGAN) was pro-
posed to enhance the performance of GANs by incorporating both constraints
of covariance structure and physical laws. The idea es to improve the robustness
of GANs when dealing with problems related to remote sensing [25]. This is
important for applications that require the use of satellite data and could suffer
from phenomena like the appearance of clouds. In turn, we could include in this
class of urban sciences research by applying GANs, the study of applying GANs
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to create synthetic data about building energy consumption in order to be used
together with real data to train a data-driven forecasting model to predict en-
ergy consumption [19]. The idea was to overcome the issues of having a lack of
data to train the model to predict with enough accuracy.

2.3 Pollution daily time series generation

Dealing with the problem of not having enough data to analyze pollution in
our cities, we proposed an approach for data augmentation to create synthetic
daily time series of given pollutant. The approach consists in sampling from an
existing dataset of real daily time series of given pollutant labeled according to
different classes to train the discriminator, while the generator reads a vector z
(from the latent space) and a label y to generate a fake daily time series (see
Fig. 1). The generator and discriminator are trained against each other. Fig. 2
illustrates samples of the real training dataset.

Fig. 2: Some samples of the real dataset, i.e., NO2 pollution daily series.

3 Materials and methods

This section presents the applied methodology for training generative models by
using GANs to create synthetic pollution data.

3.1 Training dataset description

The training dataset studied here is provided by the Open Data Portal (ODP)
offered by the Madrid City Council1. Specifically, the training dataset is the NO2

concentration gathered by a sensor located at Plaza de España, which is in the
downtown of the city. The dataset is built considering a temporal frame of five
years, from January 2015 to December 2019. A given data sample is a time series
that represents the NO2 concentration of a given day which is averaged every
hour. (Fig. 2). Therefore, it could be seen as a vector of 24 continuous values.

Following previous research about the pollution in Madrid, the daily NO2

concentration is classified into eight classes according to the season (winter,
spring, summer, and autumn) and the type of day (i.e., working days, from
Mondays to Fridays, and weekends, Saturdays and Sundays) [9,10]. This classi-
fication follows the idea that warmer seasons have lower NO2 concentration due
to meteorological reasons and weekends have better air quality because the road
traffic is lower than in working days. Table 1 presents this pollution classification
and the number of samples per class.

1 Madird Open data Portal web - https://datos.madrid.es/
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Table 1: NO2 pollution classification and number of samples per class.

season type of day class number of samples

winter weekend 0 439
winter working day 1 1082
spring weekend 2 439
spring working day 3 1119
summer weekend 4 445
summer working day 5 1116
autumn weekend 6 420
autumn working day 7 1045

The classes are highly unbalanced (see Table 1), i.e., autumn-weekend (class
6) has 420 samples (the minimum) and spring-working day (3) has 1119 (the
maximum). For our experiments, we randomly sampled over the classes to select
420 samples of each class to balance the dataset to avoid training biases. Thus,
the training dataset size is 3360 (420×8).

Fig 3 illustrates the training dataset. The green line shows the mean value,
i.e., it contains the mean pollution values for the whole data of the class (we
named it as the representative time series of a given class c, i.e., repc). The dark
green area represents the values between the border defined by the mean minus
the standard deviation and the mean plus the standard deviation (mean ± the
standard deviation). Finally, the lighter green area represents the values between
the minimum and maximum pollution measured in a given time.

3.2 CGAN design details

In our research, both ANNs, the generator and the discriminator, are imple-
mented as multilayer perceptrons (MLP) [7]. MLP are comprised of perceptrons
or neurons, organized on layers. The minimum setup is formed by an input layer,
which receives the problem data as input, and an output layer, which produces
the results. In between, one or more hidden layers can be included to provide
different levels of abstraction to help with the learning goal. The main differ-
ence between linear perceptrons and MLP is that all the neurons on the hidden
and output layer apply a nonlinear activation function. MLP have shown com-
petitive results when dealing with different kinds of machine learning, such as
classification/prediction problems with labeled inputs, regression problems, etc.

Our approach explores the use of a four-layer MLP to build the generator and
the discriminator. The input of the generator has a size of 64 (size of z) plus eight
(size of y) to specify the label of the class of the data sample to be generated,
i.e., the total input size is 72. The output of the generator has the same input
of the discriminator, which in this case is 24 (the size of the generated sample)
plus eight (size of y) to identify the label of the sample, i.e., the total size is 32.
Both types of MLP use linear layers. Hidden layers apply the leaky version of
a rectified linear unit (LeakyRelu) as activation function, and the discriminator
output layer the sigmoid function. The output of the generator applies a linear
function since the output is in the range of real values, R. The two hidden layers
have 256 units for both trained ANN models.
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a1) Class 0: winter-weekends. a2) Class 1: winter-working.

b1) Class 2: spring-weekends. b2) Class 3: spring-working.

c1) Class 4: summer-weekends. c2) Class 5: summer-working.

d1) Class 6: autumn-weekends. d2) Class 7: autumn-working.

Fig. 3: NO2 hourly values for the seven classes defined in our study (real data).

3.3 Metrics evaluated

As we are dealing with GAN training, we evaluate the loss values computed for
the generator and the discriminator during the training process. The function
applied to compute the loss is the binary cross-entropy (BCE) [6] (Ld and Lg).

Ld =
1

2
Ex,y∼Pdata(x,y)[log(Dd(x, y))]−1

2
Ez∼Pz(z),y∼Py(y)[log(1−Dd(Gg(z, y), y))] ,

(3)

Lg = Ez∼Pz(z),y∼Py(y)[log(1−Dd(Gg(z, y), y))] (4)
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When working with GANs it is important to assess the quality of the gener-
ated samples. In our problem, the aim is to generate accurate daily time series
of pollution that follow the same distribution as the real pollution in Plaza de
España. We propose the use of the root mean squared error (RMSE) between
the fake samples produced and the time series that represents the mean (repc).
Thus, given a fake sample of a given class c, i.e., fc, the quality of the sample is
given by the RMSE(repc,fc) shown in Eq. 5, where repc(t) and fc(t) represent
the pollution level at a given time t of the representative time series c and the
fake sample fc, respectivelly. Thus, lower values indicate better sample quality.

RMSE(repc, fc) =

√√√√ 1

24

∑
t∈[0,23]

(repc(t)− fc(t))2 (5)

Finally, we also take into account the computational time in order to evaluate
the cost of the proposed generative method.

4 Experimental analysis

This section presents the numerical analysis of the proposed approach.

4.1 Development, training configuration, and execution platform

The proposed generative approach is implemented in Python3 using Pytorch
as the main library to deal with ANNs (pytorch.org). The GAN training has
configured with a learning rate of 0.0002, batch size of 16 samples (210 batches
per training epoch), and 2000 iterations (training epochs).

The experiments have been performed on a workstation equipped with an
Intel Core i7-7850H processor, 32GB of RAM memory, 100 GB of SSD storage
for temporary files, and a Nvidia Tesla P100 GPUs with 12 GB of memory.

4.2 Experimental results

This subsection reports the experimental results. The training process has been
performed 10 times. Thus this section studies: a) the accuracy of the generators
is analyze, b) the evolution of the loss during the training process, c) the samples
sythesized by the generators, and d) the computational time.

Accuracy of the trained generators The accuracy of the generators is eval-
uated according to the RMSE between the created samples of a given class c
and the daily time series that represents the mean of that c class. Thus, after
training each generator, we create 40,000 samples (5,000 samples of each class)
as fake datasets. Table 2 shows the minimum, mean, standard deviation (stdev),
and maximum of the calculated RMSE. The first row includes the same values
obtained when computed the RMSE taking into account real samples. The fake
datasets in the table are ranked according to their mean RMSE, thus fake-1
dataset contains the samples with the best quality (lowest RMSE) and fake-10
the samples with the highest RMSE.

All the fake datasets present lower mean RMSE than the samples of the real
dataset. This is mainly due that the training process converges to a generator
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Table 2: RMSE results for each dataset.

dataset minimum mean±stdev maximum

real 3.6 17.3±8.5 67.0

fake-1 4.0 15.3±7.8 75.8
fake-2 4.2 15.4±8.1 82.1
fake-3 3.7 15.4±7.7 71.0
fake-4 3.5 15.5±8.3 91.7
fake-5 3.8 15.5±7.9 75.6
fake-6 3.3 15.5±8.2 77.3
fake-7 4.3 15.6±7.9 68.3
fake-8 3.8 15.7±8.3 81.4
fake-9 3.3 15.7±8.4 80.2
fake-10 4.0 15.7±8.2 83.7

that creates samples with limited diversity (real data shows the highest standard
deviation). Even the results shown by our approach are competitive, it would be
desirable to add diversity to the produced samples. This is still an open question
that some authors are facing by providing generative models as a mixture of
several generators [22].

Table 3 shows the mean and standard deviation (stdev) of the computed
RMSE taking into account the classes. Real data samples show the highest differ-
ences for the eight classes. Besides, it can be seen that the classes that represent
working days (classes represented by odd numbers) show the highest differences,
for both real and fake datasets. This mainly indicates that there is not a general
behavior that defines all the working days and therefore, we should take into
account different kinds of classification to deal with working days (maybe taking
into account the day itself).

Table 3: RMSE per class for each dataset.

dataset 0 1 2 3 4 5 6 7

real 20.2±7.1 23.8±8.3 10.7±5.6 13.2±5.9 11.5±6.3 13.4±6.6 18.3±6.4 22.4±7.6

fake-1 17.6±9.1 20.1±9.0 10.5±5.4 11.2±5.1 10.1±4.1 11.1±3.9 15.3±6.5 19.3±7.2
fake-2 17.6±9.8 19.8±8.8 10.1±4.7 10.7±4.3 9.5±3.3 11.1±4.2 15.9±7.6 19.5±7.7
fake-3 17.7±8.7 20.7±9.0 9.7±4.5 10.7±4.0 9.7±3.4 10.8±3.4 15.7±6.1 19.9±6.9
fake-4 18.6±9.3 20.6±9.5 9.9±5.1 10.6±3.9 9.4±3.8 10.7±3.6 15.6±7.3 20.1±7.9
fake-5 17.9±8.6 20.2±9.1 9.8±4.2 11.0±4.4 10.0±3.7 11.2±4.1 15.3±6.6 19.9±7.3
fake-6 18.6±9.9 20.5±8.7 9.3±5.1 10.9±5.0 9.1±3.0 11.0±3.8 15.4±6.6 20.1±7.8
fake-7 18.1±9.7 20.3±8.2 10.4±4.7 11.4±5.6 10.0±3.7 11.8±4.5 15.5±6.4 19.4±7.3
fake-8 18.4±10.0 20.9±9.5 10.2±5.2 11.5±5.6 10.0±3.9 11.4±4.2 15.9±6.6 19.6±8.0
fake-9 18.5±10.7 20.0±9.0 9.7±5.1 11.3±4.8 9.6±3.6 11.1±4.4 15.6±6.8 19.3±7.7
kake-10 18.0±8.9 20.8±9.6 10.7±5.1 11.3±4.9 9.8±4.1 11.4±4.3 15.7±6.5 19.7±8.0

Training process In this section, we evaluate the behavior of the training
process by showing the losses of the generator and the discriminator. In turn,
we show the mean RMSE of the generated data at the end of each training
epoch. The mean RMSE score is computed by creating 10,000 samples. Fig. 4
illustrates these metrics for the best, median, and worst run, i.e., fake-1, fake-5,
and fake-10, respectivelly.
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a1) fake-1 loss values. a2) fake-1 RMSE.

b1) fake-5 loss values. b2) fake-5 RMSE.

c1) fake-10 loss values. c2) fake-10 RMSE.

Fig. 4: Discriminator and generator loss values and RMSE for three runs.

Focusing on the evolution of the losses in Fig. 4 a1, b1, and c1, we observe
that the general behavior is very similar for the three evaluated runs. At the
beginning (about the first 200-300 training epochs) the discriminator and the
generator losses oscillate without showing a clear trend. This is mainly due to the
discriminator has not been trained enough yet, and it is not able to discriminate
anyhow between fake and real samples and it randomly assigns a loss value (i.e.,
it basically flips a coin). Thus, the generator can easily get low losses values that
do not give the feedback required to learn (to update its parameters) property.
For this reason, the samples produced provide increasing and oscillating RMSE
(Fig. 4 a2, b2, and c2).

After that, the discriminator starts becoming stronger and reduces the loss
values. Thus, it is harder for the generator to deceive the discriminator. For this
reason, the generator starts increasing the computed loss values, allowing the
generator to learn how to create more accurate samples. Therefore, the RMSE
values start being reduced in an almost monotonically decreasing way.
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After the 2,000 iterations, the generator and the discriminator seem to be in
an equilibrium in which both loss values are similar. However, long runs will be
able to give more insights into this concern.

It is important to remark that none of the runs shows typical GAN training
pathologies, such as mode collapse, vanishing gradient, and oscillation; which
would require to use more advanced GAN training methods, e.g., Lipizzaner [16]
or Mustangs [21].

Synthetic daily pollution time series generated The robustness shown
by the GAN training when addressing the problem studied here allows the gen-
eration of realistic synthetic daily pollution time series. Here, we illustrate the
40,000 samples generated that belong to fake-1 and fake-10 datasets, the fake
datasets with the best and the worst RMSE. Figs. 5 and 6 summarizes the sam-
ples by showing the mean values (the orange line), the values between the mean
± the standard deviation (the dark orange area), and all other values, i.e., be-
tween the minimum and maximum (the lighter orange area). In turn, the dotted
black line presents the mean value of the real training data set (see Fig 3).

As can be seen in both figures, the mean values of the fake data and the
mean values of the real data are very close. However, the distance between the
orange line and the dark line increases for fake-10.

The shape of the dark orange areas are different depending on the class, but
similar among the different datasets, i.e., the three generators studied produce
samples with similar general trends. However, the shapes are less wide for the
fake-1 dataset (it shows the lowest standard deviation in Table 2). This is mainly
because it tends to generate less diverse samples than the other evaluated gen-
erators. Notice, that the fake datasets are ranked taking into account the RMSE
against the mean curves of the real data set.

Thus, according to the insights got from the datasets illustrated in Figs. 5
and 6 and the results in tables 2 and 3, we can see the effectiveness of the
methodology proposed to augment the pollution daily time series; and therefore
the answer to RQ: Is it possible to apply generative modeling to produce new
daily time series to improve our understanding of the phenomena related to the
pollution in our cities? is yes.

Computational time One of the main drawbacks of applying ANNs and deep
learning approaches, as CGANs, is the computational effort (time and memory)
required to train the models. As the size of the data samples and the ANN
models used are not significant, the memory is not an issue et all. Regarding
the computational times, the minimum, mean, and maximum times were 67.68,
69.64, and 72.04 minutes, respectively. That represents a non-very-high time-
consuming investment, mainly because once the generators are trained, they
create the new samples instantaneously.
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a1) Class 0: winter-weekends. a2) Class 1: winter-working.

b1) Class 2: spring-weekends. b2) Class 3: spring-working.

c1) Class 4: summer-weekends. c2) Class 5: summer-working.

d1) Class 6: autumn-weekends. d2) Class 7: autumn-working.

Fig. 5: Synthesized data samples created by fake-1.
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a1) Class 0: winter-weekends. a2) Class 1: winter-working.

b1) Class 2: spring-weekends. b2) Class 3: spring-working.

c1) Class 4: summer-weekends. c2) Class 5: summer-working.

d1) Class 6: autumn-weekends. d2) Class 7: autumn-working.

Fig. 6: Synthesized data samples created by fake-10.
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5 Conclusions and future work

The interest in modeling, predicting, and forecasting ambient air pollution has
been growing during the last years. Data-driven methods suffer from a lack of
data to provide more accurate results. Thus, we propose the use of CGANs to
train generative models able to create synthesized daily time series of a given
pollutant from a given area of a city according to a given label. In this research,
we have modeled NO2 concentration at the downtown of Madrid as a use case.

The main results indicate that the proposed model is able to generate ac-
curate NO2 pollution daily time series while requiring a reduced computational
time. CGANs have shown robustness on the training because all the experiments
converged to accurate generators. Thus, we are optimistic that this is the first
step to develop more complex generative models to produce synthetic pollution
of a whole city taking into account information as the weather or the road traffic.

The main lines for future work are related to extend the proposed model
to generate the pollution of the whole city of Madrid by taking into account
information from different sensors, propose other classification that will allow
including road traffic density and the weather (it will require the definition of
more classes), and applying the generated data to feed data-driven models to
prove that they are able to improve their accuracy after including fake samples.
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Abstract. Designing IoT services for smart cities adapted for satisfying
the most relevant citizens’ needs is not a trivial task. Not all interplays of
technology would be accepted or considered natural. Evaluating the reac-
tion of people towards these systems in advance is a necessary step that
it is usually performed using surveys or focus group meetings. However,
surveys have low response rates and focus groups meetings are expensive.
In order to overcome this problem, this work proposes an online game-
based approach so that potential users experience the interplay before
the actual deployment. The decisions of players are analyzed to extract
the most relevant requirements of IoT services and the most desired in-
teraction patterns to guide the development of IoT services.

Keywords: IoT service design, requirements engineering, game-based
knowledge acquisition, smart city service specification

1 Introduction

Developing IoT services for smart cities usually requires considerably high costs,
specially if it involves the installation of large IoT devices in a large scale. In
fact, the high cost of some IoT services has been considered as an obstruction
or a barrier for the appropriate progress of smart cities, as one can observe in
the critical study with empirical insights from India in this topic [6].

Also, the fact that the trained professionals in smart cities have usually a
technological background rather than a social sciences background may be neg-
ative towards having more inclusive smart cities [7].

Simulations can help to foresee problems, but they will not reveal issues
related with user preferences or human behavior. For instance, a research on
traffic lights control system [10] simulates the effect of having a fuzzy control
over the lights. However, they do not discuss the effect on human drivers who
are used to fixed duration of lights rather than varying ones.

In our previous experience, we built a smart cupboard for measuring memory
[9], and we designed an experiment for assessing its accuracy in measuring mem-
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ory. However, we did not analyzed the users’ opinions until the smart cupboard
was already built.

These uncertainties can be at the core of smart cities failures. Unfortunately,
failures in smart cities are rarely subject of academy papers. Digital press covers
this gap and identifies side effects such as segregation, loneliness, or privacy [1]
because the human factor matters [16].

Prior, less expensive, exploration of these issues could help determining what
works and what does not. Rather than surveys (which traditionally have low
response rate and many times low quality response) or focus groups (which are
expensive), this work follows previous results [8] and proposes using text-based
online games.

This work proposes a novel mechanism for rapidly extracting citizens’ opin-
ion before developing an IoT service. In particular, it proposes a framework to
develop text-based brief games that are both easy-to-build and easy-to-play in
any short spare time by casual users. This approach has been illustrated in the
context of designing IoT services for avoiding drunk people driving on the streets
of a smart city.

2 Related work

The related work considers the problem of how to know in advance with a low
investment what is the opinion of users with respect a planned intervention in a
city. This approach discards views were more traditional co-creation approaches,
such as living labs method, because of their inherent costs.

The problem of advancing user opinion with respect to some urban develop-
ment has many previous results in the area of Public Participation Geographic
Information Systems (PPGIS). PPGIS are about performing online surveys us-
ing renderings of maps or other means to explain better what is the expected
outcome of the modification. Despite expectations, the PPGIS have 13% average
respond rate though greater reach, while paper based surveys have 30% though
smaller reach [4].

3D recreations of the environment have been tested as well as a mean to
gather information. There are several works in the intersection of human-computer
interaction (HCI) and IoT. Mixed reality [15] can be used as well to analyse
user and IoT devices interaction. However, the hardware cost for this kind of so-
lutions is not always a low cost one. A cheaper way is to produce 3D simulations
which are then coded into videos that others can check and have an opinion
about [5]. Nevertheless, videos are not interaction and the reaction of users is
hard to record without an important effort.

Some works highlight the need of considering people in the development of
IoT services. In particular, [3] identified the main challenges, approaches and en-
abling technologies to conform people-centered IoT. One of the main challenges
they identified was the user-centered requirement analysis. They stated that IoT
systems were mainly focused on technical level like performance, interoperability
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and integration, at the time. Most works missed following a user-centered ap-
proach, maybe because the lack of interactive e-assessment technologies. In this
gap of the literature, we propose a game-based approach for the user-centered
design of IoT services.

The systematic mapping study by [2] reviews the existing works that combine
IoT and gamification. They showed that in this line of research, the most relevant
application domains were energy, health, learning and sustainability in the last
three years. In fact, in these domains, IoT applications usually interact with
humans. Therefore, users should be considered in the development.

Game-based applications are recently related with IoT services. In particular,
serious games have been used in environments with IoT devices for improving
personalized healthcare [12]. In addition, [11] proposed a framework for using
serious games through users’ mobile devices and several sensors from the IoT
environments. However, none of these games were designed for extracting the
most preferred requirements of IoT services, as the current work proposes.

Therefore, the literature lacks a framework-supported approach for using
text-based brief games for rapidly extracting IoT service requirements that are
well-accepted by citizens. The presented approach addresses this gap of the lit-
erature.

3 Designing games for acquiring user-centric
requirements of IoT services in smart cities

3.1 Technique for designing IoT services with a user-centered
design

This work proposes to use agile development of games to make users identify
their problems in a friendly environment. In this way, the requirements extracted
from users are related to their immersion in a story, and these requirements are
considered to be relevant, according to the common principles of requirements
engineering [14].

This technique proposes to use text-based games because of their agile de-
velopment. In these games, the player reads a story, and they can express pref-
erences, indicate actions or mention their emotions, among others, by clicking
on the links within the text or at the end. In this way, readers can continue the
story by deciding on which action to focus in a smooth way. At the beginning
of the games developed with this technique, the game instructions encourage
players to read all the text of each scene before clicking in any link. In this way,
the player is aware of all the options before taking any decision.

This technique recommends IoT-service designers to follow the steps below:

1. Brainstorming : The designers should discuss in group about which smart-
city IoT service to develop and all the possible options and factors to con-
sider. In case there is only one designer, then they should make notes of all
these possible ideas.
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2. Identification of the key factors: The designer(s) should select which are the
key factors in their IoT services concerning the users.

3. Determining options for each factor : The most relevant options will be as-
sociated with each factor to analyze which option(s) users generally prefer.

4. Design the storyboard of a game: The storyboard should consider all the
necessary steps to make players feel identified with a certain problem. In ad-
dition, the storyboard should include scenes that cover all the key factors of
step 2. In addition, each game scene associated with a key factor should pro-
vide the proper links for all the associated options from step 3 for extracting
the player’s preference about these.

5. Write the game script : In order to extract the user preferences, it is necessary
that the story is enough detailed to make the player engaged with the game
and identify their problems in the game scenarios. It should be enough brief
to avoid making the game boring or excessively long. This script associates
each storyboard element with some text to be presented to the user.

6. Develop the game. The user can develop the game from the script thanks to
the proposed software framework for developing text-based for prototyping
IoT service options.

3.2 Software support for developing games for facilitating the
user-centered design

We have developed a framework in the PHP programming language for facilitat-
ing the development of text-based games for facilitating the prototyping of IoT
services for smart cities. This framework includes the following components:

– Header template: This header is designed to be include in all the scene files. It
gathers all the functionality regarding the registering of information through
URL parameters.

– Footer template: This is designed to be included in all the scene files, and
complements the header file.

– Main Functions file: This includes the necessary function for storing the
information in both the logs files and the MySQL database.

– Game example: This includes an example of game so the framework users
have an example to understand how to define a game with this framework.

– Style template: This CSS file provides a default style for the framework and
can be adapted for each game.

– Database script : This file contains the necessary queries for creating the
database.

In order to develop a game from the storyboard and the script, the developer
has to perform the following steps:

1. Create a scene for each storyboard element : Each scene is a PHP file with a
name representative of the storyboard element. It includes both the header
and the footer files at the beginning and end of the file respectively.
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2. Include the text of the script : The text of the script associated with each
storyboard element will be included in the corresponding scene, by just in-
cluding the text in the corresponding PHP file.

3. Include the transitions of the storyboard : Each transition of the storyboard
will be represented with an HTML link to the relative path of the file that
represents the corresponding scene. If this transition corresponds to an op-
tion of a key factor, the link will include URL parameters with the names
“factor” and “msg” to represent the corresponding option selected. Some
transitions may not be related to any key factor, and in these cases only the
“msg” parameter is used.

The generated game will record the transitions in a table called “events” in
the database, indicating the factor if any, and the preferred option or message
in the column “msg”. This information will be analyzed to detect the most
common preferences of users regarding the corresponding factors. The database
table includes “none” for the factor column and the corresponding message,
if a recorded transition is not related with any key factor. All the events are
associated with the date and the time, in the “datetime” column.

4 Case study: user-centered design of a IoT service for
avoiding drunk drivers based on the collaboration of
citizens

Figure 1 shows the storyboard of the game for designing and IoT service for
avoiding drunk drivers. Figure 2 presents an example of the information stored
in the events table of the database, after player several times to the game for
testing. One can observe the names of factors and the corresponding message
options selected. Table 1 shows the key factors, their brief descriptions and the
options for each factor.

Figure 3 shows the initial screen of the game after the instructions. This
screen introduces the user in the situation of being in a party in the Com-
plutense University of Madrid. Then, the player starts dreaming that Madrid
smart city can help in avoiding this situation. They have to select the preferred
system, which can be a mobile app (a device very commonly used for accessing
other IoT services), a smart traffic light (a ground-breaking device at least in
Madrid, in which the user can interact with the traffic light), or a hand gesture
(representing an advanced computer-vision software using common traffic cam-
eras). This online game can be visualized in different kinds of devices properly,
including smartphones, tablets, PCs and laptops, for include a wide range of
players including the casual ones. In particular, this game snapshot was taken
from a smartphone. This game was written in Spanish to facilitate the partici-
pation of Spanish participants. The game is available from a website1 dedicated
for the experiments.

1 http://igarciam/epizy.com/instead/
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Fig. 1. Storyboard of the game-based case study for designing IoT service for avoiding
drunk drivers

5 Experiments

5.1 Protocol

In order to assess the utility of the game-based extraction of requirements
of the presented case study, we asked some of our contacts through What-
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Fig. 2. Events stored in the database

sApp to participate in this experimentation with just the following instruc-
tions (translated to Spanish): “Try this game, which only takes half minute,
and you will help us in our research about avoiding traffic accidents in smart
cities: http://igarciam/epizy.com/instead/ Thank you very much!”. No other
instructions were given, as we have designed a easy-to-play game with the ap-
propriate brief self-contained instructions. The game did not stored any personal
information such as names, emails, telephones or postal addresses to ensure the
privacy rights of participants, and consequently all stored data were anonymous.
The participation was completely voluntarily and had no economic compensa-
tion or any other compensation. Participants may have been driven by the desire
of having fun playing the game, curiosity or the willing of helping our research.

We started contacting people at 17:25 on Wednesday November 27, 2019.
We selected this hour, as some people may stop working around this time and
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8 Iván Garćıa-Magariño & Jorge J. Gómez-Sanz

Table 1. Key factors of IoT services for avoiding drunk drivers based on the collabo-
ration of citizens

Factor Description Options
Interaction
Mechanism

It determines the pre-
ferred way of citi-
zens fo communica-
tion with smart city

(1) A mobile app, (2)
a smart traffic light,
and (3) hand gesture
detected by cameras.

Way of scanning It determines how
a mobile app could
identify a car

(1) Scan the number
plate and (2) point
with the phone to the
car

App action It indicates the pre-
ferred action from the
mobile app

(1) Stop the vehicle,
(2) warn authorities

Warn authori-
ties

It determines whether
warning authorities is
perceived as a feasi-
ble solution for urgent
matters. For exam-
ple, users could won-
der whether it would
be better to stop the
car immediately

(1) Afraid of prompt
accident, (2) glad be-
cause warning author-
ities is fast enough for
handling the situation
properly.

Traffic light
warning aloud
through speak-
ers

It determines whether
asking drivers through
speakers to stop is
perceived as an appro-
priate method or not

(1) right solution, (2)
not useful

Driver steps out It determines whether
people identifying
drunk drivers want to
keep anonymous

(1) Afraid of being at-
tacked by the drivers,
(2) proud of hav-
ing the possibility ex-
plaining the driver the
risks of their behavior.

they may have some spare time for this casual playing and contributing to the
research about this social problem. We analyzed the results with all the data
collected this day and the next one.

5.2 Sample of participants

We sent the request to groups of friends, family, former and current PhD stu-
dents, and parents of some children from the School “Colegio La Puŕısima y
Santos Mártires” of Teruel. We only contacted adults (i.e. above 18 years old)
in Spain. We received WhatsApp messages of 10 participants confirming that
they have played the game, although more participants played the game as we
observed in the database. Out of the 10 confirmed participants, six of them lived
in Madrid, while the other four lived in Teruel. The database registered the game
was started 31 times from the beginning (this excludes the ones that restarted
the game, registered through a different event). Thus, we assume that we had
31 participants.

5.3 Results

From all the game matches of all the participants, we received 122 events. The
database registered that the game was started from the beginning 31 times, and
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Fig. 3. Initial screen of the game after the instructions

the first decision was taken only 27 times. Thus, 87.1% of the users were prob-
ably enough engaged to take the first decision (i.e. the one about the preferred
interaction mechanism).

Figure 4 shows the participation of players in the decisions related to each key
factor. Notice that the participation in the decisions about each factor varies,
since depending on the storyboard and the decisions taken, each player only
reaches to the scenes related to some key factors.

Table 2 provides information about each key factor, indicating (a) the number
of participants that took each particular decision regarding a key factor (column
“# decisions”), and (b) the percentage of each preference about each factor
considering all the decisions taken concerning the corresponding factor (column
“% preference”). Figure 5 graphically presents these percentages of preferences
about each factor.

Figure 6 shows the hours in which participants had interactions with the
presented game.

6 Discussions

In only 30h of experimentation without any compensation, we achieved exper-
iments from 27 users. This reveals the potential of our approach of very-quick
game-based approach for extracting requirements, as a promising tool. We think
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Fig. 4. Participation in decisions related to each key factor

Table 2. Numbers of decisions and percentage of preferences for each factor

Factor Decision # deci-
sions

% of
prefer-
ence

Interaction App 15 55.6

mechanism Hand Gesture 11 40.7

Traffic Light 2 7.4

Way of scanning Point with phone 7 50.0

Scan number plate 7 50.0

App action Stop Vehicle 8 57.1

Warn Authorities 6 42.9

Warning au-
thorities

Authorities Fine 8 88.9

Authorities Not Fast
Enough

1 11.1

Traffic light
warning aloud

Not Ok traffic light func-
tioning

2 100.0

Ok traffic light function-
ing

0 0.0

Driver steps out Possibility to explain 12 60.0

Scare of driver 8 40.0

that just letting the user play without any questionnaire afterwards made the
experiments attractive enough to easily enroll users. Most other user studies
require much more time [13].

It is worth highlighting that the text-based nature of the proposed kind of
games with the presented framework makes this approach quick enough to design
requirements extractions. The proposed case study only took 5h and 33min in
being designed and written, once the topic of the IoT system knowledge extrac-
tion was conceptualized. The development work of the framework is excluded
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Fig. 5. Percentage of different decisions for each factor

from this measurement, given that this framework can be reused in other case
studies.

Considering the experiment results regarding the key factor of interaction
mechanism, a mobile app is the most preferred one (56% of preferences). Maybe
the reasons might be that (a) the citizens are familiar with these devices, and (b)
they may think that this solution is the most realistic and easy to be implemented
soon. The usage of computer vision with the existing cameras for detecting hand
gestures is also selected by a high number of participants (41% of preferences).

Only 7% of participants selected novel smart traffic lights as the preferred
interaction mechanism. In addition, the proposed behavior of the smart traffic
lights (i.e. stopping the car and inform the driver aloud) was not considered
appropriate, although the number of players reaching to the corresponding scene
of the storyboard may not be representative (only 2 clicks registered in this
scene). This quick requirement extraction can save a lot of investment of novel
smart devices if they are not accepted by citizens. In addition, this case reveals
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Fig. 6. Number of user interactions per hour

that this approach has the limitation that the factor analyzed in some branches
may not be representative when very few participants get to a branch of the
storyboard. This can be ameliorated by either (1) increasing the participants
sample size or (2) making more branches get to the most relevant key factor.
The latter was applied for the key factor of whether the citizens can feel afraid
of drunk drivers if they notice who is the one reporting their action.

These experiments revealed that a great ratio of users (40%) may feel afraid
of the drunk drivers if they find out who is accusing them. This shows that
privacy of citizens reporting drivers is relevant for achieving well-accepted IoT
systems in this context. From this study about requirements, developers could
for example consider adding some random delay before taking actions after some
citizens reported drunk drivers in the IoT services, so that the drivers cannot
notice by whom they are reported.

In the distribution of day hours for playing the game, one can observe that
most participants selected the evening (i.e. between 17:00 to 20:00) time for doing
the participants and also around the Spanish lunch time (i.e around 13:00). These
hours usually coincide with the spare time of people that work in office hours.
Notice that the tests were performed on Wednesday and Thursday, which are
commonly working days. Thus, the extraction of requirements is compatible with
the spare time of participants without barely interrupting their daily activities.
Notice that the experiments took only about one minute for each user, and
was integrated in the context of a game, so participants were motivated for
participating in this study.

This case study was useful to detect the most preferred whole interaction
mechanism considering the path of the storyboard with the most frequent deci-
sions. In particular, the experimentation revealed that the most accepted path
was to use a mobile app to indicate that a car driver was drunk. They would
either scan the license plate or just point to the car with their smartphone, to
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immediate stop the car, feeling proud of being able to explain the driver the
risks of driving under the alcohol effects.

7 Conclusions and future work

This work has presented a new approach for analyzing possible new IoT ser-
vices with a light-weight mechanism or requirements extraction, which needs
low effort from both the developers and the potential users. This approach has
been illustrated for exploring which options are well-accepted by citizens in IoT
services for avoiding drunk drivers based on real-time collaboration of citizens.

In the future, we plan to compare the proposed requirements technique with
other requirements techniques to quantify the improvement of the proposed ap-
proach over them. We also plan to further develop the tool by giving users the
opportunity to explain their reasons for taking the decisions. The proposed ap-
proach will also be tested in more case studies.
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Abstract. The Region of Bio-Bio is one of the multiple regions in Chile that have 

Irradiance levels that permit the constant production of electrical energy using 

PV Systems. This generation is considered globally as a clean production of en-

ergy because of the reduction of carbon footprint it represents. The Universidad 

de Concepcion (UdeC) is involved in several global projects that have the objec-

tive of implement fully efficient and sustainable Smart Campuses around the 

world. For this specific case we consider that the implementation of a solar gen-

eration project is within the goals of these Smart Campuses. But every infrastruc-

ture project needs to be feasible in all aspects, for this paper we developed a 

methodology that considers Social, Technological, Economical, and Environ-

mental Aspects.  

In this paper we present the results of these aspects that demonstrated that doing 

such as an investment like this will not only cover an important part of the gen-

eration it will also add value to the UdeC itself that will lead to a campus attrac-

tive to possible investor  and more students in the future.  

Keywords: Solar Panel, Feasibility Analysis, Social Perception, Sustainable 

Campus 

1 Introduction 

     The Universidad de Concepción (UdeC) is an important university in Chile. The 

Concepción Campus has approximately 100 building, with more than 25,000 people 

between employees and undergraduate and graduate students. [1] 

The amount of energy required to power all the Concepcion campus at the UdeC is 

massive. supplying more than one hundred buildings, which include classrooms, labor-

atories, professors and administrative offices, student residences, museums, etc.. There-

fore, the costs of the energy consumed by the campus are excessive and that is the main 

purpose of the project, to reduce the amount of billing by analyzing the incorporation 

of photovoltaic systems in some strategic buildings and performing a management of 

the electrical energy to obtain the most efficient system. In addition, the carbon foot-

print must be reduced as well, intending to become an environmentally responsible 

University.  
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The UdeC campus and surroundings do not have the capacity to implement large 

scale distributed generation sources, main reason to search for different alternatives, a 

possible solution is to use the roof of the buildings as solar generators, nevertheless not 

all building roofs are eligible for implementation of PV systems, so an analysis of the 

best buildings needs to be done in order to place PV systems in the near future, among 

economic situations the university is trying to become a Smart Campus  so it needs to 

be sustainable and efficient about energetics, for this reason a renewable system to gen-

erate electricity needs to be implemented,  the label of Smart Campus, requires major 

implementations and one of them is the renewable generation, so, an analysis of the 

whole campus looking for the best building roofs to place PV systems will be done. 

The document contains the following sections: The technical preliminaries about the 

energy capacities of the campus and where geography is described. The proposed Meth-

odology that considers social, environmental, technical, and economic aspects. The re-

sults are presents in the last section.  

 

1.1 Social Importance  

Within the develop of the social study, it was demonstrated that the UdeC is not con-

sidered by the community as an environmentally friendly university. 

 According to a survey made to students and workers at the university and to external 

people at Concepción, the UdeC is barely considered to be “Sustainable”, as only 50% 

of the surveyed people thinks that the university has policies for the care of the envi-

ronment. In addition, in the Fig. 1, we can see a problem for the UdeC, we asked the 

community to put in order from 1 to 5, their perception about the University, and ob-

tained that the option “Responsible of the environment” was in the last place. 

 

 

 

Fig. 1.Social Perception of UdeC.  
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2 About the Project 

In this section we will talk about some the fundamentals toward applying the method-

ology for the feasibility analysis, here we will discuss about the solar characteristics of 

the site, then we will present the billings aspects that motivate the project. 

 

2.1 Solar Capacities 

We obtained the solar capacities of UdeC from the platform of the solar explorer [2], 

and the optimal angles for maximum power generation were calculated, obtaining an 

elevation of 30 ° and an azimuth of -8 °. This platform is reliable because was developed 

by the Chilean Government and several aspects are analyzes such as wind, cloudiness 

among others. 

  

2.2 Electrical Capacities 

The electrical service of the UdeC is distributed in 8 points of connection with the elec-

tricity generator company these connections are placed in different areas of the campus. 

Fig. 2 shows the connection areas and existing buildings on the Concepción campus 

UdeC. 

Fig. 2. Lay-Out Electrical connections Campus Concepción, Universidad de Concepción.  

 

2.3 Billing 

    In the Table 1 we can observe the different charges and tariffs for the connections. 

Each junction has different types of tariffs, where some buy the energy from CGE 

(Compañía General de Electricidad) with the type of tariff AT4.3 [3] and others, when 

meeting the requirements to be free customers [4], pay a lower rate for energy to ENEL, 

and only the toll to CGE. 
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The AT4.3 tariff allows us to obtain a breakdown of the types of payment we have, 

a fixed charge, one for leasing for measuring equipment, one for transportation and the 

most significant, which are: the energy charge, which is the consumption in kWh for 

the whole month; the maximum demand charge supplied, which compares the highest 

value of power required by the junction in the current month with the average of the 

two highest values of the last 12 months, and the higher of both is charged; and the 

maximum demand read at peak time charge, which is the highest value read power of 

the month for the HP (Hora Punta; Peak Hour) period from April to September from 

18:00 to 23:00, and for the rest of the year it is it charges the average of the two highest 

values of the previous peak hour period. 

For the free customer rate, of the 3 main charges, only the energy supplied, and the 

demand read in HP are charged. Although, in turn, the toll must be paid, which is based 

on maximum demand energy and demand at HP. 

Table 1. Billing points and Billing Campus Concepción, Universidad de Concepción.  

 

3 Methodology 

A solar project is a high investment so, a full feasibility analysis is required to avoid 

money loss or an inefficient implementation. The UdeC is a huge university with more 

than 100 buildings placed inside the campus and other near the campus in the city of 

Concepcion. Although the University has 3 campuses in the region of “Bio-Bio” for 

this project only the campus Concepcion will be analyzed.  

We are considering that there are four mains aspects of this kind of infrastructure 

projects, these are, Technical, Social, Economic and Environmental, for each of these 

aspects we develop a section to explain it as easy as possible.  

For the technical aspect we have two proposal, one is to use the solar panels to pro-

duce energy and it’s expected to be at a lower price that the consumed by the compa-

nies, but we have a second proposal that is the energy management, in this case we 

Junction Name Company Tariff 

1 Medicina CGE AT 4.3 

2 Odontología ENEL + CGE Free Client 

3 Arco CGE AT 4.3 – LV Measurement 

4 Bio Molecular ENEL + CGE Free Client 

5 Farmacia CGE AT 4.3 – LV Measurement 

6 Tec Químico ENEL + CGE Free Client 

7 TecMecánico ENEL + CGE Free Client 

8 Victoria 500 ENEL + CGE Free Client 
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consider to use an Electrical Storage System to reduce the price of the peak hours, this 

cost is greater than the cost for demand and energy.  

 

3.1 Technical 

Traditional System 

To implement our proposal, we analyzed multiple solar modules and inverters to deter-

mine the most suitable for our case. We considered price per generation, or per kW for 

inverters, area, prices, compatibility, and he most important, that the component was 

accepted by the “Ministerio de Energía” because in Chile every object that can connect 

to the grid needs to fulfill several requirements. [5]  

The solar module which suited more to our project was the Trina Solar TSM-300 

and the inverter selected for the analysis was the Solis 40kW/50kW-HV-5G. It is also 

very important to consider the warranties offered by every provider, to determine the 

convenience of each option. 

 

Energy Management 

For the energy management section, we reviewed similar projects in the world and one 

of necessities of the companies is to reduce the charge of peak-demand because it is 

considerably bigger than others, in perspective 1kW for Peak Demand is charged 3.8 

USD and 1kW during Peak Hour is Billed 9.2 USD, the peak hour is considered from 

April to September from 18:00 to 23:00. 

A control Technique is necessary because the charge in the batteries is limited and 

needs to be manage during the hour period, commonly, a threshold for demand is set 

but if the supply is beyond the setup configuration the battery discharges early and the 

peak is still charged. For the proposal of the peak reduction we are based ins a paper 

presented by CHUA [6], the proposal is to use a Fuzzy control based algorithm that 

considers and lower and an upper threshold, this to set when to charge batteries and 

when to discharge them. For this task we consider charging the batteries with our solar 

panels or the grid, and discharging when the price can be significant, at peak hours, 

results are in the next section 

To implement our peak reduction proposal, we analyzed multiple batteries and stor-

age inverters to determine the most suitable for our case. We decided to use the Ax-

istorage li 10S and the Battey Inverter Sunny Island 8.0H, because of its price and ca-

pacity. Currently there is no specific regulation for this system. 

 

3.2 Economical 

Every infrastructure project needs to be feasible otherwise no investor would be inter-

ested, to calculate how feasible it is, the most practical theory is the Net Present Value 

Analysis) (see equation 1). 

𝑁𝑃𝑉 =  ∑ [
𝐹𝑢𝑡𝑢𝑟𝑒𝑉𝑎𝑙𝑢𝑒𝑡

(1+𝑟)𝑡 ]𝑛
𝑡=1 − 𝐼𝐼                         (1) 

 

For all the economic equations r represents discount rate, it could be inflation or a 

fixed quantity according to the project. While t represents time in years. 
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The net present value analysis will let us know if the project its feasible, all values 

above 0 is a gain, now, Investors like the percentage of gain, this value is calculated by 

doing the equality of NPV to 0 and finding the value of r, this value is the maximum 

discount rate where the project its feasible. This calculation is known as Internal Rate 

of Return, and it’s convenient to analyze by doing iterations of r (The Discount Rate). 

The most important analysis we will do is the LCOE (Levelized Cost of Energy) (see 

Eq. 2) and LCOS (Levelized Cost of Storage: Power).[7][8] 

The LCOE, that is the value in money for every kWh of energy produced for the 

lifetime of the project considering investment, Operation, Maintenance, rated Energy, 

discount rate and degradation of the system 

 

𝐿𝐶𝑂𝐸 [
$

𝑘𝑊ℎ𝑦𝑒𝑎𝑟
] =  

𝐼0+∑
𝑂𝑡+𝑀𝑡
(1+𝑟)𝑡

𝑛
𝑡=1

∑
(𝐸𝑡)(1−𝑑𝑒𝑔)𝑡

(1+𝑟)𝑡
𝑛
𝑡=1

                        (2) 

For the LCOS:P ($/kW) (Eq. 3) is a value that determines for the lifetime of the 

project how much money is required to reduce 1kW of peak demand in bill. It considers 

investment, operation and maintenance, cost of charging the battery, including effect 

of time in batteries, it does not consider the value of energy, because energy used to 

charge battery will be returned to system and because the prize of energy does not 

change over time, demand of cumulative consumed energy, it is based in the LCOS that 

is the price of every kW stored and returned to the system. 

 

𝐿𝐶𝑂𝑆: 𝑃 [
$

𝑘𝑊𝑦𝑒𝑎𝑟

] =  
𝐼0 + ∑

𝑂𝑡 + 𝑀𝑡 + 𝐶𝐶𝑡

(1 + 𝑟)𝑡
𝑛
𝑡=1

∑
𝐷𝑆𝑡

(1 + 𝑟)𝑡
𝑛
𝑡=1

                       (3) 

 

3.3 Social 

Possibly the most important analysis is the social implication and acceptance from the 

people to the project, we did a survey for the UdeC community, the survey is the next, 

it is in Spanish because was presented to Chilean People. 

The survey considered several aspects like: 

• Relation with UdeC 

• Knowledge of Solar energy  

• Perception of the university 

• Importance of the sustainable implementations. 

• Perception of UdeC considering panels in the roof of emblematic buildings 

 

The representative sample was calculated using statistical principles and it was deter-

mined that 202 people will be the ideal, in reality the survey reached 299 people 48% 

more than the minimum ideal. 
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3.4 Environmental 

This project is trying to be friendly with environment so we decided to calculate how 

many CO2 we will avoid producing by using traditional methods for generating elec-

tricity, we also decided to do the equivalent of how many trees were planted, we did 

the calculation based in other projects in the region and data from the “Ministerio de 

energía” because this values change for regions. We considered to do a linear interpo-

lation because is the approximation that this entity is currently using. [5] 

4 Results  

In this section we will talk about the results we obtained for the different analysis. 

 

4.1 Technical 

The proposal of the most suitable buildings was the following: 

1. Ingeniería Química 

2. Tecnológico Mecánico 

3. Arquitectura + Ciencias Sociales 

4. Biblioteca 

 

For a precise calculation of the surface available for the panels, we simulated the se-

lected buildings, using a software called SketchUp with a plugin called Skelion. Few 

simulations can be seen in Fig. 3.  

 

 

 

Fig. 3. Simulation of solar panels on Buildings. Campus Concepción, Universidad de Concep-

ción.  
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For the peak shaving system, we simulated the results in Tableu. In the Fig 4, the 

expected load profile can be seen, with the storage and grid consumption of the Cs. 

Químicas building after performing the peak reduction. 

 Fig. 4. Simulation of Load Profile after Peak Shaving of Cs Quimicas Building, Campus Con-

cepción Universidad de Concepción.  

 

4.2 Economical 

We simulated the earnings with a discount rate of 3% and obtained the results in 

Table 2 

Table 2. Economical Results of Solar Panels Implementation.  

 

 

 

 

 

Analysis/Buildings 
Cs 

Quimicas 

Tec Me-

canico 

Arq Cs 

Sociales 
Biblioteca 

Total Investment 

(USD) 
127,920 154,182 122,704 123,588 

Number of Panels 376 476 381 384 

Max Power(kW) 112.8 142.8 114.30 115.2 

Yearly Generation 

(kWh) 
178,534 225,905 180,291 182,169 

Discount Rate 3% 3% 3% 3% 

LCOE 

(USD/kWh) 
0.0439 0.0798 0.070 0.075 

Monthly earnings 

(USD) 
1,569.8 706.6 563 576 

Payback period 

(years) 
7.12 15.58 15.52 15.21 

Total earnings 

(USD) 
204,138.8 57,813 46,485 49,392 
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PEAK REDUCTION 

Afterwards we analyzed the IRR and PRI for each threshold for the peak reduction 

for Cs Quimicas proposal and obtained the ideal one at 315 kW. With a maximum peak 

reduction of 48 kW, because it requires less investment. Then we simulated the same 

reduction of 48kW with Tec Mecanico building. Results are presented in table 3 

 

Table 3. Simulations of Peak Reduction system.  

4.3 Social 

With the results of our survey we can clearly see that the 62.24% of the surveyed 

would choose the university above others if it generates its energy through clean ener-

gies, also up to 89.24% of the UdeC students and workers agree with the implementa-

tion of solar panels at the campus and only 18.47% would be affected by an alteration 

of the façade of the buildings (Fig. 5). 

 Fig. 5. Results of Survey. Campus Concepción Universidad de Concepción.  

Analysis/Buildings Result (Cs Quimicas) Result (Tec-Mecanico) 

Total Investment (In-

verter, Batteries, Cable) 

(USD) 

43,483 43,483 

Discount Rate 3% 3% 

LCOS:P (USD/kWh)  5.79 5.79 

Monthly earnings (USD) 388 322 

Payback period (years) 9.32 9.328 

Internal Rate of Return 10.43% 10.6% 

Total earnings (USD) $ 33,454.96 $ 33,908 
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4.4 Environmental 

And for the environmental impact we obtained the CO2 avoided and the equivalent 

trees planted is showed in Table 4. 

Table 4. Environmental Results for Solar Project.  

 
kWh per year CO2 total (ton) Trees planted 

Ing. Química 178,534 1,543 35,948 

Tec. Mecánico 225,905 1,952 45,486 

Arq + CS 180,291 1,558 36,301 

Biblioteca 182,169 1,574 36,679 

Total 766,899 6,627 154,414 

 

5 Discussion 

We can conclude that the objectives were reached because we were able to make a 

feasible proposal to place solar panels at the UdeC campus, we considered the best 

places according to solar generation, the best economical option in which the invest can 

be returned in a considerable time and also that generates income for the university in 

the future, we also made an estimate of how good for the environment is the project, 

this project is a good choice because it reduces more than 5 thousand Tons of CO2 and 

is equivalent to plant more than 150 thousand trees, this results can express how neces-

sary it is to try to be sustainable, UdeC is trying to be sustainable but also to be a model 

for another universities. The social results express that the population is ready to do a 

change in habits to be careful with the environment. 

The most important result of this project is the social aspects, because the population 

is concerned about the social aspects we live in and is ready for a change, obviously 

with exceptions, among this results we want to do an emphasis that UdeC has cam-

paigns about the environment but they are not well informed to the population, also the 

monument category is not known by all the community, so a marketing strategy needs 

to be done in the future. To finalize we can say that the project is feasible in all aspects, 

that were analyzed. With this we can say that the objectives were reached.  
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Abstract. Based in the current growth rate of metropolitan areas, pro-
viding infrastructures and services to allow the safe, quick and sustain-
able mobility of people and goods, is increasingly challenging. The Eu-
ropean Union has been promoting diverse initiatives towards sustainable
transport development and environment protection by setting targets
for changes in the sector, as those proposed in the 2011 White Paper on
transport. Under this context, this study aims at evaluating the environ-
mental performance of the transport sector in the 28 European Union
countries, from 2015 to 2017, towards the policy agenda established in
strategic documents. The assessment of the transport environmental per-
formance was made through the aggregation of seven sub-indicators into
a composite indicator using a Data Envelopment Analysis approach. The
model used to determine the weights to aggregate the sub-indicators is
based on a variant of the Benefit of the Doubt model with virtual pro-
portional weights restrictions. The results indicate that, overall, the Eu-
ropean Union countries had almost no variation on its transport environ-
mental performance during the time span under analysis. The inefficient
countries can improve the transport sustainability mainly by drastically
reducing the greenhouse gas emissions from fossil fuels combustion, in-
creasing the share of freight transport that uses rail and waterways and
also the share of transport energy from renewable sources.

Keywords: Transport environmental performance · Data Envelopment
Analysis · Sustainable Development.

1 Introduction

The interest in sustainability and sustainable development has been increasing
in the past decades [1]. The rapidly growing population of the cities, their aging
infrastructure and the environmental concerns continue to challenge and pressure
policymakers. Providing the infrastructure and services to allow safe, quick and
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sustainable mobility of people and goods is increasingly challenging [2]. Investing
in improving the quality and sustainability of the transport system will improve
the productivity, attractiveness and quality of life of the cities. Therefore, the
transport sector has become one of the main subjects with regards to sustainable
development.

In the European Union (EU), the transport sector employs more than 11
million people and accounts for about 5% of Europe’s Gross Domestic Product
(GDP). Between 2010 and 2050, passenger transport activity is expected to grow
by 42% and freight transport activity by 60% [3]. An effective transportation sys-
tem should contribute positively to the economic growth, to social development
through the fair use of the natural resources and to environmental protection
[4].

Under this scenario, the European Commission’s, 2011, White Paper on
transport - Roadmap to a Single European Transport Area – Towards a com-
petitive and resource efficient transport system [5] proposed strategies for deep
changes in the European transport sector aiming at a more sustainable and
efficient system.

The adoption of the United Nations’ Sustainable Development Goals (SDG)
also provided new targets to address the transport sustainability. These goals
address global challenges in several areas such as poverty, inequality and climate
change, in a total of 17 goals to be achieved in 2030 [6]. Some SDG targets are
related directly to transport sustainability and others to areas where transport
has an important impact, such as energy consumption and pollutant emissions.

The sustainable development of the transport sector has been put on the
agenda of EU countries, making it clear the necessity of measuring and assess-
ing the current transport performance towards achieving these targets. It is also
evident the importance of analysing sustainable transport planning, as trans-
port policy and planning decisions can have diverse and long-term impacts on
sustainable development. A critical component of transport planning is the de-
velopment of a comprehensive evaluation program that assesses the transport
performance based on an appropriate set of sub-indicators.

In order to fulfill this objective, this study aimed at developing a composite
indicator (CI) to measure the environmental performance of the transport sector
in the EU countries, from 2015 until 2017, towards a more sustainable mobility.
The CI is a practical approach that allows to summarize, compare and track
the performance of the countries. It allows the measurement of complex and
multi-faceted issues that cannot be captured completely by analysing individual
sub-indicators [7]. To aggregate the different sub-indicators into the CI, a variant
of the Benefit of the Doubt model, as proposed by Färe et al. in [8], was used.

This paper is organized as follows: the second section presents a literature
review on the construction of composite indicator and the the variant of Benefit
of the Doubt model proposed by Fare et al. [8]. Section 3 describes the sub-
indicators selected to compose the CI. Section 4 analyses the data used and the
results obtained. Finally, the conclusions from this work are presented in Section
5.
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Assessment of the transport sector in the EU. 3

2 Literature review

2.1 Composite indicators

Composite indicators have been proven to be a useful method to synthesize
masses of data, benchmark countries performance in relation to desirable states,
demonstrate progress towards goals and to communicate current status to stake-
holders leading to effective management decisions towards the established targets
[9]. It is also a recognized tool for public communication, since they provide a
big picture of a subject and often make it easier for the general public to in-
terpret its results rather than having to identify common trends across many
sub-indicators [10].

The essential purposes of the CI is to summarize a complex, multi-faceted
phenomenons in wide-ranging fields, e.g. environment, economy, society or tech-
nological development, enabling the performance comparison of several countries
or the evolution of a country over time [11]. The CI comprises of several indi-
vidual sub-indicators that measures different aspects with usually no unit of
measurement in common. The sub-indicators are compiled into a single index
on the basis of an underlying model [10].

The subjective judgment about the relative worth of each sub-indicator is
modelled through the weight assigned to it [11]. The weight reflects the signif-
icance of the sub-indicator and assigns a value to it in relation to the others,
and it has, usually, a great impact on the aggregation results [12]. The weights
attributed to the sub-indicators can be derived through different methods. They
can be based on opinions, such as expert judgment or public opinion poll re-
sults. When these information are unavailable, the easiest and most common
approach is to use equal weights [13]. However, not all evaluated units will agree
to be evaluated with equal weights, since each of them has different character-
istics and preferences. Finally, to avoid the subjectivity in determination of the
sub-indicators’ weights, the preferred tools are the statistical methods that de-
rive the weights endogenously, such as the Principal Component Analysis/Factor
Analysis and the Data Envelopment Analysis [14].

2.2 Data Envelopment Analysis

The DEA is a linear programming method, proposed by Charnes et al. [15],
that assesses the relative efficiency of several decision making units (DMU) that
use multiple inputs to produce multiple outputs. Therefore, DEA measures the
efficiency of each DMU, given observations on input and output values in a set
of similar entities, without knowledge of the production or cost function [11]. By
comparison with the best practices frontier, the DEA model enables the selection
of weights that are the most advantageous for the DMU under assessment [7].
This means that the weights are derived from the data itself, avoiding a priori
assumptions and computations involved in fixed weight choices [16]. Thus, DEA
is a popular method in the CI literature as it can solve the problem of subjectivity
in the weighting procedure. Another well-known property of the original DEA
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model is its unit invariance. This is very interesting for the construction of CI
as its final value is independent of the measurement units of the sub-indicators
which in turn makes the normalization stage redundant and unnecessary [17].

The application of DEA to the construction of CI, referred to as the Benefit of
the Doubt model (BoD), was originally proposed by Melyn and Moesen in 1991
[18]. The BoD is equivalent to the original DEA input oriented model, with all
sub-indicators considered as outputs and a single dummy input equal to one for
all countries. The dummy input can be understood intuitively by regarding the
model as a tool for aggregating several sub-indicators of performance, without
referencing the inputs that are used to obtain this performance [19]. Since the
BoD model only includes outputs it measures the country’s performance rather
than its efficiency.

In fact, the conventional BoD model derives the composite indicator, ag-
gregating forward sub-indicators, which capture the positive aspect of a perfor-
mance, where their increasing values are desirable. Frequently, the performance
assessment has to manipulate anti-isotonic sub-indicators, which capture the
negative aspect of a performance, where their increasing values are undesirable.
There are many sub-indicators that fall in this category, for example, emission
of a pollutant, traffic accidents, crime rate, etc. The data of these sub-indicator
needs to be transformed, to allow them to be incorporated in the conventional
BoD model and treated as the forward sub-indicators [8]. Previous approaches
used to deal with these anti-isotonic sub-indicators were the use of data transfor-
mation techniques and of directional distance function models. One of the most
common data transformation technique is the inversion of the value of the reverse
sub-indicator [20]. The subtraction of the sub-indicator from a sufficiently large
constant and the rescaling normalization using the maximum-minimum method
are also approaches that can be found in the literature. Some of these techniques
are presented and compared in [21] and [22]. Even though these transformation
are simple, they can be problematic. Since the BoD model is derived from an
input-oriented DEA model with constant returns to scale, it is not translation
invariant for the output values. This means that, the use of translated or rescaled
data will affect the CI results and, consequently, the ranking of the DMUs [8].

Färe et al. [8] proposed a new BoD model (FKHM), which directly incor-
porates the anti-isotonic sub-indicators without using any transformation. The
model treats the anti-isotonic sub-indicators as reverse rather than as undesir-
able. This means that the model assumes that the reverse sub-indicators values
can decrease or increase independently from the values of forward sub-indicators.

Given a cross-section of M sub-indicators and S countries, yij is the value
of sub-indicator i for the country j, and wi is the weight attributed to the i-
th sub-indicator. The formulation for the FKHM model is presented in Eq.(1),
where yij (j = 1, ...,m) are the forward sub-indicators (i.e., capturing positive
aspect) and yij (j = m+ 1, ...,M) are the reverse sub-indicators (i.e., capturing
negative aspect).
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CIj0 = max
m∑
i=1

wiyij0 −
M∑

i=m+1

wiyij0

s.t.
m∑
i=1

wiyij −
M∑

i=m+1

wiyij ≤ 1 ∀j = 1, ..., S

wi ≥ 0 ∀i = 1, ...,M
wiyij0∑m

i=1 wiyij0 +
∑M

i=m+1 wiyij0
≥ 0.05 ∀i = 1, ...,M

. (1)

The main difference from the FKHM model to the conventional BoD model
is that Eq.(1) maximizes the difference between the weighted average of forward
sub-indicators and the weighted average of reverse sub-indicators. Additionally,
the presence of forward sub-indicators does not imply the presence of reverse ones
and, when there are no anti-isotonic indicators, model FKHM can be reduced
to the formulation of the conventional BoD model [8].

The formulation given by Eq.(1) has three kinds of restrictions. The first
restriction imposes that no country can have a CI value greater than one, to
ensure an intuitive interpretation of the indicator. The second restriction im-
poses that each weight attributed to the sub-indicators should be non-negative,
which implies that the CI is a non-decreasing function of the sub-indicators.
The third restriction prevents the model from assigning zero weights to some
sub-indicators, since zero weight means that the sub-indicator associated has no
influence in the global performance. By adding a virtual proportional weight re-
strictions, as proposed by [23], each sub-indicator is required to have a minimum
percentage of contribution in the assessed composite indicator. The value of 0.05
(or 5%) was chosen as it is sufficient to prevent the attribution of zero weights
to any sub-indicator, thus, guaranteeing the contribution of all sub-indicators
in the final composite indicator and have a higher countries’ discrimination in
the performance assessment. Consequently, the CI value obtained varies between
zero and one for each assessed country jo, where higher values indicate a better
relative performance [17].

3 Methodology

This paper intends to assess the transport environmental performance of EU
countries through the aggregation of sub-indicators into a CI using the Fare et
al [8] (FKHM) model. Therefore, the selection of these sub-indicators is of crucial
importance to compute the countries overall performance while encompassing all
the important subjects.

3.1 Data and variables

The selection of the sub-indicators was based on a literature review of CI with
similar conceptual framework, the goals of transport sustainability mentioned in
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the Roadmap (EU’s White Paper [5]) and the SDG [6], while also taking into
consideration the data that was available for all the EU countries in the time
span under analysis. Besides, each sub-indicator must be of easy interpretation
and should measure a specific area of the performance, ensuring a minimal num-
ber of sub-indicators that assures that all dimensions are reflected in the the
calculation of the CI. All the data used in this work were gathered from the
Eurostat database [24].

To assess the transport environmental performance of EU countries, the CI
was constructed based in three forward sub-indicators (i.e., capturing positive
aspect) and four reverse sub-indicators (i.e., capturing negative aspect). The for-
ward sub-indicators are the share of buses and trains in total passengers trans-
port, the share of energy from renewable sources in transport and the share of
rail and inland waterways in total freight transport. The reverse sub-indicators
are people dead in road accidents, GHG emissions by fuel combustion in trans-
port, the average CO2 emissions per kilometer from new passengers cars and
the energy dependency on oil and petroleum products. These sub-indicators are
described hereinafter.

The share of collective transport in total passengers transport (public trans-
port) is expressed in percentage and measures the share of passenger’s transport
made by collective transport in the total inland transport. Collective transport
refers to buses (including coaches and trolleybuses) and trains, while the total
inland transport includes these facilities and also passenger cars. Trams and met-
ros are not included due to the lack of harmonised data. The public transport
sub-indicator is related to two Sustainable Development Goals, in which it is
highlighted the importance of building resilient and sustainable infrastructure
and the necessity to renew and plan cities so they offer access to basic services
for all. This sub-indicator also relates to the necessity of improving the transport
quality, accessibility and reliability, as discussed in the Roadmap.

The share of energy from renewable sources in transport (renewable fuels) is
expressed as the percentage of renewable fuels in the total transport fuels. Energy
by renewable sources consumed in transport is given by the sum of sustainable
biofuels, renewable electricity, hydrogen and synthetic fuels of renewable origin
and other reported forms of renewable energy [25]. With this sub-indicator it
is possible to understand how extensive is the use of renewable energy in the
transport sector and how much it has been replacing fossil fuels. The Renewable
Energy Directive promotes policies for the production and promotion of energy
from renewable sources in the EU, which states, in the revised version from 2018,
the target of 32% share of renewable energy in the transport sector for 2030 [26].
The Roadmap also suggests a regular phase out of conventionally-fuelled vehicles
from urban environments by halving their number in 2030 and phasing them out
of the cities by 2050.

The share of rail and inland waterways in total freight transport (freight
transport) is expressed in percentage. The total inland transport in the denomi-
nator of the sub-indicator includes freight on national territory made by road, rail
and inland waterways transport. Sea and air freight transport are not represented
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in the sub-indicator. The freight transport sub-indicator was not applicable for
Cyprus and Malta since these countries did not present values for railways or
inland waterways. As an effort to have a complete database without excluding
these countries from the evaluation in this work the lowest values observed on
the dataset were used for Cyprus and Malta for every year. This method avoid
that these countries become unintended benchmarks, and therefore, it will not
affect the location of the best practice frontier. This method has been suggested
by Morais et al. [27]. The Roadmap mentions the objective of shifting 30% of
the road freight to other modes, such as rail and waterways, by 2030 and more
than 50% by 2050. This sub-indicator also reflects the progress toward the Sus-
tainable Development Goals focused on innovation and on building resilient and
sustainable infrastructure.

The people dead in road accidents (road deaths) sub-indicator measures the
number of fatalities in road accidents per hundred thousand inhabitants. This
sub-indicator includes passengers and drivers of motorized vehicles and pedal
cycles, as well as pedestrians, that have died up to 30 days after the accident.
This sub-indicator is aligned with two Sustainable Development Goals aiming
at safer cities, health and well-being status. As highlighted in the Roadmap, EU
aims to reduce fatalities close to zero by 2050 with initiatives in the areas of
technology, enforcement and education.

The GHG emissions by fuel combustion in transport (GHG emissions) mea-
sures the transport’s fuel combustion contribution in the total greenhouse gas
emissions inventory. The values are originally expressed in thousand tonnes and
were normalized using the countries’ population on 1st January of each year, to
take into consideration their dimension. Therefore, the sub-indicator’s data is ex-
pressed in thousand tonnes per hundred thousand inhabitants for each country.
The GHG emissions from the transport by road and inland waterways accounted
for 22% of the total European Union emissions in 2017 and reached 27% when
including international aviation and maritime emissions [28]. The Roadmap sets
out a target of 60% reduction in the GHG emissions by 2050 compared to 1990
levels.

The average carbon dioxide (CO2) emissions per kilometer from new pas-
sengers cars (new car emissions) is defined as the average CO2 emissions per
kilometer in a given year for new passenger cars and expressed in grams of CO2

per kilometer. This is a target for the average of the manufacturer’s overall fleet,
meaning that cars above the limit are allowed in the market as long as they are
offset by the production of lighter cars. The Regulation (EU) 2019/631 sets a
mandatory target for emission reduction for new cars of 95 grams of CO2 per
kilometer by 2021 [29]. This sub-indicator reflects three Sustainable Development
Goals related to ensuring environmentally aware consumption, to innovation in
search of lasting solutions to environmental challenges and the call for climate
action. The Roadmap also highlights the importance of the research and innova-
tion on vehicle propulsion technologies and the improvement of energy efficiency
performance of vehicles across all modes.
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The energy dependency on oil and petroleum products (energy dependency)
sub-indicator monitors to which extent the countries economy relies on imports of
oil and petroleum products to meet its energy needs. It is calculated by dividing
the net imports by the gross available energy and it is used in a percentage
basis. The net imports are the difference between the total imports and the total
exports. The gross available energy is the sum of primary products, recovered
and recycled products and imports, minus the sum of exports and stock changes.
Regarding its metrics, energy dependency may be higher than 100% with regard
to countries creating a stock in a given year or it can be negative, for oil exporter
countries. A negative value occurred only once in the dataset, and the value was
close to zero (-4.701%) for the exporter country. To achieve the best relative
position of that energy exporter country regarding the other countries, the best
score of 1% for this forward sub-indicator was assigned to the exporter country, to
avoid handling negative data in the model. This sub-indicator shows how the EU
countries progress toward more resource efficient policies. As oil becomes scarcer
each year, the necessity of reducing EU dependency on oil imports, without
reducing the transport system efficiency, is one of the objectives mentioned in
the Roadmap. Imports exposes the economy to volatile world market prices and
the risk of supply shortages.

These seven sub-indicators are used to assess the transport environmental
performance of EU countries, as presented in the next section.

4 Results and discussion

4.1 Descriptive analysis of the variables

The transport environmental performance was assessed for the 28 EU countries,
from 2015 to 2017. It was chosen to use the United Kingdom data, since during
the time span of the assessment the country still integrated the European Union.
Table 1 shows two descriptive statistics for the sub-indicators under analysis
across countries for each year. The mean of the sub-indicators was calculated
for each year, as well as the dispersion coefficient (DC). The DC measures the
dispersion of the data around the mean and is given by the ratio between the
standard deviation and the mean. It was calculated in order to facilitate the
analysis among sub-indicators, since it allows the comparison of the degree of
variation between different data sets even if they have different measurement
units.

Analysing the forward sub-indicators in Table 1, it can be seen that the share
of public transport in total passenger transport has constantly decreased in the
time span under study, by 2017 it was more than 2% lower compared to 2015
levels. The share of renewable energy in transport decreased in 2016 but by
2017 its average had increased more than 5% above 2015 value. And the share
of freight transport decreased between 2015 and 2017 staying 3.7% lower than
2015 levels.

Regarding the reverse sub-indicators, the average of road deaths for all coun-
tries has decreased more than 9% from 2015 to 2017. The average of GHG
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Table 1. Mean and DC of the indicators data used in the construction of the CI.

2015 2016 2017

Indicator Mean DC Mean DC Mean DC

Public transport 18.175 0.241 18.011 0.238 17.768 0.246

Freight transport 27.979 0.731 26.982 0.728 26.936 0.724

Renewable energy 6.544 0.795 6.191 0.746 6.884 0.733

Road deaths 5.800 0.366 5.625 0.325 5.325 0.358

GHG emissions 208.670 0.771 211.493 0.714 213.696 0.696

New car emissions 120.946 0.078 118.757 0.066 119.168 0.064

Energy dependency 92.605 0.245 90.736 0.248 89.935 0.250

emissions for all countries has increased more than 2.4% during the time span
studied. The mean of CO2 emissions from new passengers cars has increased
from 2016 to 2017 but still remained 1.5% below 2015 levels. And the average
energy dependency of the EU countries decreased almost 3% between the years
under analyse.

The highest data dispersion relative to the mean was observed in the share
of renewable energy, which translates the difference among countries in available
renewable energy. Another high DC value was obtained by the GHG emissions
sub-indicator, reflecting the different policies of EU countries for reducing emis-
sions. The share of freight transport also had a high DC, since some countries
have geographical locations and environmental conditions that facilitate the uti-
lization of rail and inland waterways. The DC for these three sub-indicators,
however, have been constantly decreasing during the time span of the data,
reflecting a tendency to increase the homogeneity among EU countries.

The lowest variability relative to the mean was observed for the CO2 emis-
sions from new passengers cars. This can be reflecting a higher homogeneity in
the energy efficiency performance of vehicles engines among car manufacturers.

4.2 Performance assessment of the EU countries

The transport environmental performance for each country in a given year was
computed by aggregating the seven chosen sub-indicators using the FKHM
model, presented in Eq.(1).

The CI of the transport environmental performance was calculated using the
data from the time span of three years, from 2015 to 2017 and it is assessed by
comparison to the best practices observed during this time period. The results
are summarized in Table 2. The countries are ranked based on their 2017 CI
results from the highest to the lowest.

The average of the CI results in the three years analysed was around 0.591
and had only slight variations through the years. The average decreased by
almost 3% in 2016 when compared to 2015, increased again in 2017 but still
kept slightly bellow 2015 levels, by 1.17%. The standard deviation of the CI
results was similar in the three year, showing that the results variability was
kept the same during this period.
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Table 2. Transport environmental performance results.

Country 2015 2016 2017

Denmark 0.972 0.937 1.000

Hungary 1.000 1.000 1.000

Netherlands 1.000 0.906 1.000

Sweden 0.878 0.960 1.000

Romania 1.000 0.977 0.948

Slovakia 0.886 0.927 0.895

Latvia 1.000 0.918 0.856

Austria 0.826 0.821 0.803

Czechia 0.761 0.773 0.800

Lithuania 0.790 0.763 0.784

Finland 0.842 0.620 0.759

Bulgaria 0.700 0.693 0.662

Poland 0.633 0.600 0.594

Belgium 0.548 0.570 0.583

France 0.540 0.522 0.542

Germany 0.531 0.550 0.538

Italy 0.539 0.550 0.525

Slovenia 0.488 0.416 0.494

Luxembourg 0.491 0.469 0.489

UK 0.420 0.410 0.416

Portugal 0.378 0.395 0.395

Spain 0.312 0.442 0.381

Croatia 0.463 0.348 0.341

Greece 0.189 0.162 0.216

Estonia 0.161 0.165 0.164

Ireland 0.141 0.125 0.131

Malta 0.139 0.126 0.130

Cyprus 0.131 0.120 0.120

Mean 0.599 0.581 0.592

St. Dev. 0.290 0.283 0.286

This assessment identifies nine efficient units: Denmark (in 2017), Latvia
(in 2015), Hungary (in 2015, 2016 and 2017), Netherlands (in 2015 and 2017),
Romania (in 2015) and Sweden (in 2017). From 2015 to 2017, half of the countries
followed a small improvement and half of the country had a slight decrease in
their overall performance. The highest improvement in the CI score between
2015 and 2017 were observed in Greece, Spain and Sweden, which increased in
2017 by 14%, 22% and 13% above 2015 levels, respectively.

The highest decrease during this time frame were observed for Croatia (26.4%)
and Latvia (14.4%). The highest improvement in the time-span of one year was
observed in Greece, that had a large decrease in its CI score between 2015 and
2016, but between 2016 and 2017 its CI value increased more than 33%. Estonia,
Ireland, Cyprus and Malta were the most inefficient countries in this analysis
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with almost no improvement in the considered years. Besides Estonia, all these
countries also had a decrease in their CI value in 2017 when compared to 2015.

This study also compares the forward and reverse sub-indicators of the bench-
mark countries, which obtained a CI score of 1, with the inefficient ones. The
mean for each sub-indicator is calculated for both groups (benchmarks and in-
efficient countries). Figure 1 shows a comparison for each sub-indicator between
the benchmark countries and the inefficient ones.

Fig. 1. Comparison between benchmarks and inefficient countries.

Analysing Figure 1, it is possible to notice the areas where the inefficient
countries need improvement, for instance, by setting out policies and/or rede-
fine output standards. Except for the number of road deaths and the new car
emissions indicators, in which both groups had a very similar performance, the
inefficient countries were always outperformed by the benchmarks. The inef-
ficient countries have 80% of the share of public transport presented by the
benchmarks and almost 75% of the renewable energy share presented by the
benchmark group. In the freight transports sub-indicator, the inefficient coun-
tries have less than 60% of the value presented for the benchmarks. Considering
the reverse sub-indicators, with regard to the GHG emissions, the inefficient
countries had a value more than 40% higher than the benchmarks. The average
of energy dependency sub-indicator of the inefficient countries was almost 20%
higher than the average for the benchmarks.

Most of the work to improve transport sustainability should be done in re-
ducing the GHG emissions from fossil fuel, improving the infrastructure and
promote policies to increase the share of freight transport that uses rail and wa-
terways and also increasing the share of transport energy from renewable sources.
The public transport of the inefficient countries also needs improvements in its
accessibility and quality to allow a larger share of passenger to benefit from it.
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There is still also margin to reduce the oil and petroleum dependency through
changes in the transport energy consumption.

5 Conclusions

The assessment of the transport environmental performance was made through
the aggregation of seven transport sub-indicators. The model used to obtain
the CI values was derived from a variant BoD model with virtual proportional
weights restrictions. Based on the results achieved, it is possible to conclude
that, in general, the EU countries had almost no variation on their transport
environmental performance and by 2017 were, on average, 1.17% lower than 2015
values. This result points out that EU countries should make efforts to enable
them to develop and strengthen their ability towards sustainability.

The performance assessment identified that only nine units were efficient:
Denmark (in 2017), Latvia (in 2015), Hungary (in 2015, 2016 and 2017), Nether-
lands (in 2015 and 2017), Romania (in 2015) and Sweden (in 2017). By us-
ing these units as benchmarks and comparing their performance in each sub-
indicator with the remaining units (the inefficient ones), it was possible to iden-
tify the areas that need improvement. Most of the work to improve transport
sustainability should be done by drastically reducing the GHG from fossil fuel,
increasing the share of freight transport that uses rail and waterways and also
the share of transport energy from renewable sources.

Future works should explore other models for treating anti-isotonic sub-
indicators in order to allow results comparison among those different models.
Furthermore, some other sub-indicators can be taken into account, to calculate
the composite indicator for each country.
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Abstract: The use of wind resources has always gone hand in hand with 

high wind speeds. This paper develops the decisions to be taken for the 

installation of small wind turbines in peri-urban environments where 

wind speeds are medium or low, as well as their instantaneous monitoring 

for their integration into a power microgrid. In this way, we favour the 

installation of small wind energy technology in locations as close as 

possible to the place of demand, achieving a reduction in the cost of the 

electricity bill with real-time control without added costs through the 

Home Assistant software. 

Keywords: Microgrids, small wind turbine, wind resource, peri-urban 

environment, monitoring and control, Home Assistant. 

1 Introduction 

The implementation of renewable sources of energy generation is increasing, increasing 

the percentage of non-fossil energy in the energy market. The most mature technologies 

are large-scale solar photovoltaic and wind energy [1], but the current trend is towards 

generating as close as possible to the source of demand, which means generating near 

or within urban centres. For years we have seen how the installation of solar panels on 

buildings has been increasing in new buildings to reduce the demand bill, but we must 

not forget other possibilities such as the installation of small wind turbines on the roofs 

of buildings and the potential that this technology has. 

Traditionally, small wind turbines were used for pumping and in systems isolated 

from the electricity grid (rural electrification and telecommunications). However, in 

recent years their applications have grown in systems connected to the electricity grid, 

coinciding with the development of electrical microgrids based on distributed 

generation systems [2].  
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In this way, we extrapolate the use of wind energy to locations with low or medium 

winds where previously there was no installation of this technology having the 

possibility to take advantage of this resource [3].  

This allows the production of green energy in a decentralized way, promoting energy 

independence, saving fossil fuels, reducing CO2 emissions, and saving energy costs by 

avoiding losses in transport [4]. 

It must be taken into account that when connecting a small wind turbine to an 

electrical microgrid, it is just as important to select a model suitable for the 

characteristics of the site, as its exact location to maximize its production. 

This paper explains how two small wind turbines have been integrated into CEDER's 

electric microgrid, with special emphasis on their monitoring and integration into the 

microgrid's control system, to allow efficient controlled of the microgrid. The rest of 

the paper is as follows: section 2 describes the microgrid and the wind turbines 

understudy, section 3 presents the different criteria for the location of wind turbines in 

peri-urban environments. Section 4 discusses the selection of wind turbines for peri-

urban environments. Section 5 explains the installation and connection of a small wind 

turbine to the power grid. In section 6 the integration of the wind turbines into the 

CEDER microgrid is presented. Finally, the conclusions obtained and the cited 

bibliography are shown. 

2 Case of Study: CEDER microgrid 

CEDER's microgrid is formed by eight transformation centres with multiple distributed 

generation systems, different mechanical and electrochemical storage systems, as well 

as several demand components connected to each transformation centre. All of this is 

monitored and controlled with a controlled system developed by CEDER based on the 

HomeAssistant software [5] installed on a Raspberry Pi 4 Model B [6] [7], which is a 

robust and affordable solution with great potential that allows communication with the 

different components of generation, storage, and demand of CEDER, through different 

communication protocols and their integration into a single interface. 

This study will focus on the integration of two small wind turbines into this 

microgrid.  

2.1  Wind turbines description 

The Wind Energy Unit carries out different tests on small wind turbines so at CEDER 

there are always multiple wind turbines installed, some connected to the grid and others 

to batteries. Currently there are two wind turbines connected to the microgrid: 

 ATLANTIC AOC: It is a three-bladed wind turbine of 50 kW, with a diameter 

of 15 meters. It has a horizontal axis and works downwind. It is installed on 

the site of the small wind turbine test plant number I (PEPA I) (see Figure 1). 
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Figure 1. Atlantic AOC Wind Turbine in PEPA I. 

 ENAIR EPRO70: It is a three-bladed wind turbine of 3.5 kW, 4.3 meters in 

diameter. It has a horizontal axis and works upwind. It is located on the roof 

of the Wind Component Testing Laboratory (LECA) building (see Figure 2).  

 

  

Figure 2. Enair EPRO70 Wind Turbine on the roof of LECA building. 

As will be seen in the following sections, the selection of a wind turbine suitable for 

the site, as well as the exact location of the wind turbine, are keys to achieving optimum 

efficiency. In peri-urban environments, the selection of the wind turbine is a complex 

decision due to all the parameters to be considered: type of wind turbine, nominal 

power, operating regime, weight, rotor diameter, tower height, etc.  

The best wind turbine to install can vary from one location to another depending on 

the characteristics of the wind in each one of them (speed, laminar or turbulent regime, 

etc.) within the same location. 
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3 Criteria for the location of wind turbines in peri-urban 

environments 

At CEDER, the installation of wind turbines is done for research purposes and to carry 

out different tests, and therefore its main objective is not production. In fact, in general 

terms, it is not a good location since the wind resource is not particularly good since the 

annual average wind speed is relatively low. 

Therefore, although general considerations have been considered (as we will see 

below) for the selection of the specific location of each wind turbine, these were chosen 

based on other criteria in addition to the purely productive ones. 

Before installing a wind turbine it is necessary to evaluate and characterize the wind 

resource of the site and this is especially important in peri-urban environments given 

the peculiarities of wind in these environments [2] [8]. To do this, it is necessary to have 

wind measurements for at least one year, to avoid seasonal variations. 

To characterize the wind resource it is necessary to carry out measurements of 

different wind variables such as speed, direction, and a series of meteorological 

variables that have a great impact on the production of power by a wind turbine such as 

atmospheric pressure, ambient temperature and relative humidity. To carry out these 

measurements, a meteorological mast is installed with all the necessary sensors (cup 

anemometer, vane, thermo-hygrometer and atmospheric pressure sensor) to measure 

these variables. 

Wind speed sensor should be at the same height than the wind turbine rotor. If not 

possible, measured values must be extrapolated to rotor height, according to the vertical 

wind profile, which varies according to the roughness of the terrain: 

𝑉2

𝑉1
=

ln(
ℎ2
𝑍0
)

ln(
ℎ1
𝑍0
)
                            (1)  

Where:  

 V1: is the wind speed at altitude 1.  

V2: is the wind speed at altitude 2. 

 h1: is the height 1. 

 h2: is the height 2. 

 Z0: is the roughness of the terrain. 

As can be seen in Figure 3, the height at which 100% of the wind resource is obtained 

increases in peri-urban environments respect to open fields, as the roughness increases. 

Thus, in an urban area, 100% of the resource is not obtained until more than 350 meters 

high, while in a rustic area it is reached at just over 250 meters. 
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Figure 3. Vertical wind profile (rustic area α=0.28 and urban area α=0.4). 

For the position, this extrapolation is much more complicated in peri-urban 

environments than in open country because, as already mentioned, the wind 

characteristics vary significantly from one point to another, even on the same roof, 

depending on whether the location is closer to the building wall or more indoors, on one 

side of the building with one shape or another with a different shape, so that the vertical 

component of the wind changes or turbulence is generated, etc. All this makes it very 

difficult to choose an optimal location for the installation of a wind turbine in a peri-

urban environment, the installation of a wind turbine in an incorrect location can cause 

the power output to decrease to zero even when the wind is high [9]. 

Before installing the EPRO70 wind turbine on the roof cover of the LECA building, 

weather towers with sonic anemometers were mounted in different positions of the 

building to know the wind in each position. This type of sonic anemometers allows the 

measurement of the three components of the wind speed, which makes it especially 

interesting in this location given the vertical component of the wind on the roof of a 

building after it hits the walls of the building. 

This measurement procedure is expensive, which means that it cannot always be 

carried out in peri-urban environments. When wind cannot be monitored, it is advisable 

to carry out a study using Computational Fluid Dynamics (CFD) techniques [2] [9] 

which simulate the behaviour of the wind using numerical methods and allow the wind 

resource on the site to be estimated (see Figure 4). 
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.  

Figure 4. CFD example. 

Finally, we must take into account a series of considerations regarding the wind 

resource that do not occur in open fields but in peri-urban environments, which will be 

more notable the higher the density of buildings and the greater the height: 

 The wind flow in open country is practically laminar, while in peri-urban 

environments it is mostly turbulent. This means that there is a significant 

change over relatively short distance. 

 Obstacles can change the wind speed: 

o Increasing it: the streets can serve as air ducts that by Venturi effect 

increase the wind speed. 

o Decreasing it: The wind when it hits the buildings slows down. 

 The wind flow around the perimeter of a building's roof has a turbulent 

behaviour (different for each building) due to the collision with the façade. For 

this reason, a wind turbine should not be placed near the perimeter of the 

building. Exceptionally, buildings with a certain geometry can improve wind 

behaviour. 

For all these reasons, from a wind energy point of view, peri-urban sites are complex 

and difficult to evaluate as they depend on the shape, distance, and height of the nearby 

buildings. It is necessary to make a detailed study of each site where a wind turbine is 

to be installed. 

Besides, cities have not been built in such a way that they have a good orientation to 

the prevailing wind, but generally try to protect themselves from it. This causes 

significant problems of access to an undisturbed wind component suitable for the 

placement of wind turbines.   
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3.1  Wind turbine efficiency in peri-urban and open field 

environments 

We have seen that the conditions of the wind resource change significantly between 

peri-urban environments and open fields, which means that the efficiency of the same 

wind turbine will change from one environment to another [2] [3]. 

The CEDER wind energy unit has performed two power curve tests according to the 

IEC 61400-12-1 Annex H standard on the Enair EPRO70 wind turbine (see Figure 5), 

to see how conditions in peri-urban environments affect the efficiency of the wind 

turbine. 

  

 Figure 5. Enair EPRO70 Wind Turbine in an open field and peri-urban environment. 

The results obtained are shown in Figure 6, where it can be seen how at low wind 

speeds (up to 5 m/s) the wind turbine behaves similarly, but as the speed increases, 

much more power is obtained in open field.  

It can also be seen how in open field speeds higher than 15 m/s are obtained, while 

in the peri-urban environment during the test no values above 12 m/s was obtained. 
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Figure 6. Comparison of the power curve in the open field and on deck in peri-urban 

environment. 

With these differences in the power curve, annual power production will be of the 

order of 40% less in the peri-urban environment. 

It is important to note that this is only valid for the exact location of the wind turbine 

in the peri-urban environment where the power curve test was carried out, as when 

changing location the wind conditions can change and the power curve can be modified. 

In the open field as the power curve is standardized it is always the same. 

4 Selection of small wind turbines 

There are several definitions of mini wind turbines, but the most widely used is the one 

established by the International Electrotechnical Commission (IEC) [10]in its Standard 

IEC 61400-2:2013 Small wind turbines. It considers a wind turbine to be of small power 

when the area swept by its rotor is less than 200 m2. This is equivalent to approximately 

16 meters in diameter and a power of 65 kW. 

The selection of the wind turbine must go hand in hand with the selection of the 

location. There is no single best wind turbine for every location, but depending on the 
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characteristics of the wind, one model or another may be better suited. Also, factors 

such as the installed power must be considered, which is closely related to the 

dimensions of the wind turbine. The height of the tower in which the wind turbine is to 

be installed will also have an important influence. 

The requirements for a wind turbine to be integrated into a microgrid in a peri-urban 

environment are different from those in the open: 

 High efficiency in low and turbulent winds: The average wind speed in an 

optimal location for a wind turbine in the open field can be higher than 10 m/s, 

while in a peri-urban environment it barely reaches 4 m/s, so it is necessary to 

choose wind turbines that are designed to maximize their production with low 

wind levels. 

 Safe operation: The risk to people is greater than in the open, so machines must 

be designed to be safe.  

 Low noise and vibration emission. The TSR (Tip speed rate) should be 

between three and five. If it is less than three, a blade design with a large area 

leads to low efficiency and if it is more than five it produces a lot of acoustic 

noise. 

 Robust and reliable machines with low maintenance. 

At present, there are numerous models of small wind turbines to choose the one that 

best suits our specific needs. Table 1 shows a summary of the characteristics of the 

different types of small wind turbines on the market, which can be classified into three 

main groups: 

 HAWT (Horizontal Axis Wind Turbine): the axis of rotation is parallel to the 

ground and its principle of operation is to support.  

 VAWT (Vertical Axis Wind Turbine) Darrieus type: the axis of rotation is 

perpendicular to the ground and its principle of operation is sustenance. 

 VAWT (Vertical Axis Wind Turbine) Savonious type: the axis of rotation is 

perpendicular to the ground and its principle of operation is to drag. 
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Table 1. Summary of characteristics types of wind turbines. 

 HWAT  

 

VAWT Darrieus 

 

VAWT Savonious 

 

Efficiency High Low Very low 

Visual impact Low Medium High 

Level of 

development 
High Low Low 

Noise and 

Vibrations 
High Low Low 

Reliability Medium Low High 

Orientation 
Presents 

problems 

No need for 

orientation 

No need for 

orientation 

Starting speed High Low Low 

Operation with 

turbulent wind 
Bad Good Good 

Use of the vertical 

wind component 
Unusable Usable Usable 

5 Installation of the wind turbine and connection to the 

electricity grid 

Once the location and model of the wind turbine has been decided, it must be installed 

and connected to the electricity grid.  

When installing on the ground, no special installation precautions should be taken, 

but when installing on the roof of a building, care should be taken to reinforce the roof 

structure if necessary, before starting installation work. 

To connect a small wind turbine to a microgrid, there are generally two possibilities 

depending on the type of electric generator. If it is an induction generator, it can be 

connected directly or through an AC/DC converter. If it is a permanent magnet 

synchronous generator (PMG), it is connected via a rectifier and a DC/AC converter. 

In Europe, the EN 50438 standard defines the tests required for the DC/AC converter. 

Some countries do allow the connection directly such as the United Kingdom, Denmark, 

Greece, Ireland, or Portugal; and other countries that do not allow it (the distribution 
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grid operator must give prior permission for the connection) such as Spain, Germany, 

France, Italy, etc. 

Besides, there are a set of international standards for small wind turbines. Standard 

IEC 61400 is an international standard published by the International Electrotechnical 

Commission [10] that aims to ensure the safety and efficiency of each wind turbine.  
However, these rules are not compulsory for the installation of a wind turbine in all 

countries. Furthermore, each country has its own rules or criteria. For example, in Spain, 

there are no mandatory rules for the installation of a small wind turbine beyond the CE 

(Conformité Européenne) mark, while in other countries such as Great Britain, the 

United States, Japan or Denmark, certification is required. 

6 Integration of wind turbines into the microgrid control system 

Once the wind turbine is installed and connected to the grid, it is necessary to monitor 

it with the control software that manages the microgrid in which it is incorporated, to 

see its production in real-time and to be able to define the most appropriate strategies 

for the controlled of the microgrid together with the rest of its components. 

As wind turbines are unmanageable generating components, that is, their primary 

energy source is neither controllable nor storable, their integration into any microgrid 

is particularly complex, as their variability makes it difficult to maintain a balance 

between electricity generation and demand. This variability is because its operation 

depends exclusively on the meteorological conditions existing at each site, which 

implies uncertainty in the prediction of production. 

However, from the point of view of monitoring, the work is made easier, since 

reading the instantaneous power variable would be sufficient, since it is not necessary 

to communicate with them to give them work instructions. 

In the CEDER case study, in addition to recording the instantaneous power, the wind 

speed will also be recorded. 

In neither of the two wind turbines there is the possibility of directly communicating 

the CEDER microgrid controlled system (based on Home Assistant) with their control 

panels as they allow local communication (RS485) but not remote communication via 

Ethernet as they do not have a network card. However, the National Instruments data 

acquisition system [11] used to record multiple variables from each wind turbine and 

its meteorological towers (power, voltage, wind speed, wind direction, etc.) for different 

tests does allow communication via Ethernet. Using the Modbus TCP/IP protocol we 

can communicate both wind turbines with the microgrid control centre. In the case of 

Enair EPRO70, the SAD is a FieldPoint model, while the Atlantic AOC wind turbine 

uses the compact FieldPoint model [12]. 

The communications scheme of the microgrid with the two wind turbines under study 

is presented in Figure 7. 
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Figure 7. Scheme for monitoring wind turbines using Modbus TCP/IP. 

To communicate each wind turbine with Home Assistant, first of all, each SAD must 

be defined in the configuration file by assigning it a name and indicating the type of 

communication to be used (in both cases it is Modbus TCP/IP), the IP of each one and 

the port (by default, Modbus TC/IP uses port 502). 

Once defined, we must read the records that contain the desired information of each 

one of them in their corresponding directions (monitor), that is, the power of each wind 

turbine and the wind speed. This is also done in the Home Assistant configuration file 

and for this, it is necessary to have the address where each SAD stores the variables that 

we want to read. 

Once monitored, all that remains is to incorporate them into the control panel in 

Home Assistant to see all the values collected in real-time. Figure 8 shows the real-time 

values of the power of each wind turbine, the wind speed, as well as the demand in each 

of the eight transformer centres that make up the CEDER microgrid. The Atlantic wind 

turbine is producing 16205 W and the Enair 1610 W for a wind of 8.9 m/s. The total 

demand of CEDER is 41668 W, of which 21853 W is consumed by the distribution 

network since the remaining 19815 W is produced by the wind systems incorporated 

into the microgrid. 
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Figure 8. Control panel in Home Assistant. 

The values obtained for each variable can also be represented graphically, as shown 

in Figure 9. 

 

Figure 9. Graphic representation in Home Assistant. 

Home Assistant has the disadvantage of storing data, it only records each variable 

when there is a change in value, which from a space-saving point of view is very 

efficient. However, it makes subsequent analysis of the data difficult. To solve this, the 

CEDER microgrid control system uses an open-source relational database controlled 

system based on MySQL [13]. 

The use of MySQL is optional, although highly recommended whenever it is desired 

to store the monitored data for later analysis, which will allow the definition of much 

more efficient power controlled strategies for the microgrid and facilitate the graphical 

representation as can be seen in Figure 10 and Figure 11. 
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Figure 10. Daily graph of wind power generation at CEDER (15 minutes average). 

 

Figure 11. Monthly graph of wind power generation in CEDER (15 minutes average). 

7 Conclusions 

This paper has explained how to integrate small wind turbines into a microgrid, taking 

into account all aspects related to the assessment of the wind resource, with special 

emphasis on its peculiarities in peri-urban environments, the selection of the wind 

turbine best suited to the site, its connection to the electricity grid and its monitoring 

and incorporation into the microgrid controlled system to see its operation in real-time. 
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The integration of wind turbines into electrical microgrids is of great interest as 

distributed generation systems that allow the generation to be brought closer to the 

points of demand. However, it presents certain difficulties that are not easy to solve. 

On the one hand, they are unmanageable generation systems, since they depend on 

the wind at any given time, and this makes the controlled of generation-demand difficult 

and makes storage systems necessary to optimize it. 

On the other hand, the great variability of the wind resource further complicates the 

controlled of the microgrid, as significant changes in wind speed can occur in two 

consecutive seconds. 

It should also be taken into account that most microgrids are located in urban or peri-

urban environments, which makes it very difficult to determine exactly the ideal 

location for each wind turbine to be incorporated into them, given the peculiarities of 

the wind in these types of environments. Besides, most wind turbines are designed to 

operate in open fields and the more specific designs for urban environments are in the 

process of maturing, trying to improve their efficiency, noise levels, and safety. 

Once a solution has been found to these problems and a series of standards have been 

established to ensure the technical quality of wind turbines, they will make it possible 

to produce "green" energy in a decentralized manner with a high efficiency that will 

improve the efficiency of the microgrid to which they are integrated. 
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Abstract. The development of power electronics and intelligent control systems 

plays an essential role in their essential presence in all types of modern design 

for the renewable energy area, seeking to convert energy efficiently to maximize 

its utility and integrate with smart cities. Wind energy production from a vertical 

axis wind turbine becomes interesting when used to maximize the energy pro-

duced from improving its conversion with the power electronics and the control 

system. This paper aims to integrate the turbine model and an adaptive control 

loop-controlled rectifier using Simulink, which proved to have a considerable 

and useful performance in capturing wind energy compared to passive rectifica-

tion or non-controlled rectifier. 

Keywords: Power Electronics, Adaptative Control System, Bode stability, 

Boost converter, Micro Wind Turbine, Vertical Axis Wind Turbine, Permanent 

Magnetic Synchronous Generator, MATLAB, Simulink. 

1 Introduction  

Distributed generation has experienced rapid growth today, among the different energy 

consumption sectors such as small industry, housing, and public services. It is greater 

efficiency and a lower level of toxic emissions [1][2] and is an essential element to 

develop in the Smart city concept [3]. The integration of distributed generation is being 

developed in smart cities due to global warming and implementing energy policies that 

encourage sustainability [4]. It is essential to consider the adequate intelligent integra-

tion of renewable energy sources in smart cities with control elements and converters 

that allow their use [5].  
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Like other cities in Latin America, the city of Santo Domingo has begun to develop 

projects to become smart cities. However, they have focused on transportation projects, 

infrastructure projects [6], and smart equipment [7]. 

Among the technologies of distributed generation of small power, the small wind 

turbine (SWT) is an attractive candidate in the users connected on the grid networks or 

in an independent energy producer way, because it has a utility factor of high capacity 

and the reasonable cost of capital [8]. One of the most widely used DC-DC converter 

topologies for SWT consists of a diode rectifier and a boost topology DC-DC converter 

[9], A passive rectifier without control could allow the electric load to decrease the 

revolutions and reduce the energy production in the turbine by representing an electro-

magnetic brake, contrary to the movement of the shaft developed by the turbine. From 

the load, the standard passive rectifier is not stable; this would, in effect, cause opposi-

tion to the natural movement of the turbine due to the difference established between 

the mechanical torque and the electrical torque [10]  and, as a consequence, complica-

tions in the inertial moments for the mechanical movement of the turbine and the con-

siderable decrease in the energy produced. 

 

It is possible to stabilize the direct current from the alternating current produced by 

the vertical axis turbine and the permanent magnet generator, maximizing useful energy 

production through controlled rectification. Controlled rectifier through a Boost topol-

ogy step-up DC-DC converter, handling by pulse width modulation (PWM) based on 

an adaptive feedback loop, which can be adjusted to the behavior and dynamic electrical 

power conditions of the turbine wind power, it will be able to adapt to the dynamic 

variations of the nature of the wind and improve energy capture given the wind potential 

of the urban scenario. 

 

The implementation of this type of controlled rectifier could be considered a high-

cost application concerning the benefit or energy return in urban micro-production of 

fewer than 400 Watts. However, a controlled rectification guarantees multiple influenc-

ing factors in general, such as controlling the load current at the optimum power point, 

controlling useful loads for accumulation systems, speed control to maximize micro 

wind generation; which are factors of considerable impact on the return on investment 

and also on the acceptance of the cost of this type of technology in the market [11]. 

This article's objective is the evaluation using computer modeling of a controlled recti-

fier with a feedback loop through the implementation of an adaptive control system, 

which guarantees the stability and the best use conversion of the energy produced by a 

vertical axis micro wind turbine in the conditions of urban environments. 

2 Wind Turbine Model 

Wind turbines can transform energy kinetic into electrical. The rotary movement orig-

inated from the wind flow, and the pressure difference present in the blades, whose 

vector-shaped components, both dragging and support, can produce the energy conver-

sion described. 
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In our case, the vertical axis turbine will be directly coupled to the generator; we will 

neglect the implications of a speed multiplication arrangement. 

The mechanical power capable of being extracted from the wind by the turbine will 

depend on the power coefficient and the specific speed ratio; parameters define any 

wind turbine [12]. 

Since the wind potential is not entirely usable, understood in effect by the Betz lim-

its, the ideal coefficient is limited to a maximum value of 59.3%; according to the limit 

of the useful potential to extract the wind [13] [14]. 

Considering in a general manner, the characteristics and dynamic behavior of the 

diversity of vertical axis turbines' designs will be similar between the Savonius and 

Darreius type [15]. This experiment has considered the modeling to use the character-

istics and power coefficient of the Savonius type of turbine, which means that it will be 

favorable for the start of energy production from a lower wind speed condition. 

For the turbine type selected for modeling, the power coefficient (Cp) is obtained 

from equation (1) [11]. The value of the tip-speed ratio (λ) is represented by equation 

(2), where 𝜔𝑚 is the rotor angular speed (rad/s), R is the radius of the turbine (m), and 

V is the wind speed (m/s) [7]. To obtain the maximum possible Cp value for the selected 

turbine, λ will be equal to 1 (λ = 1); therefore, the power coefficient obtained will be 

Cp = 0.17. 

 

𝐶𝑝 = −0.12𝜆3 +  0.0856𝜆2 + 0.20𝜆                                           (1) 

𝜆 =
𝜔𝑚 𝑅

𝑉
                                                            (2) 

For the different wind energy conversion systems (WECS), which have different Cp 

characteristics, dependent on the specific speed λ [16], the mechanical power by the 

wind turbine is represented by equation (3), where ρ is the air density (1,225 kg/m3), A 

is the turbine swept area (2RL, m2) and V is the wind speed (m/s). 

 

𝑃𝑚 = 0.5𝜌(𝐶𝑝)𝐴𝑉3                                                    (3) 

Because the wind potential is not entirely usable, the reason for maintaining the ro-

tational movement of the wind turbine through the flow, it is by the coefficient, limited 

to a maximum value of 59.3%; according to the limit of the useful potential to extract 

the wind [13] [14]. Considering that the diversity of vertical axis turbine designs' char-

acteristics and behavior will generally be similar to those of the Savonius and Darreius 

types [15]. The equation defines the relationship between torque 𝑇𝑚 and mechanical 

power 𝑃𝑚 (4), equation (6) represent mechanical torque 𝑇𝑚, as a function of the vari-

ables and input parameters that define the vertical axis wind turbine, and the torque 

coefficient 𝐶𝑡 is defined by equation (5). 

 

𝑇𝑚 =
𝑃𝑚

𝜔𝑚
                                                         (4) 

𝐶𝑡 =
𝐶𝑝

𝜆
                                                          (5) 
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𝑇𝑚 = 0.5𝜌(𝐶𝑡)𝐴𝑅𝑉2                                                      (6) 

To relate the equations found with the electrical part corresponding to the three-

phase permanent magnet generator, the differential equation (7) is established.  The 

moment of inertia J (kgm2), the mechanical torque 𝑇𝑚 (Nm) produced by the wind tur-

bine, the angular speed of the rotor 𝜔𝑚 (rad / s), the torque resulting from differential 

acceleration Ta  (Nm) and the electromagnetic torque resulting from the permanent 

magnet generator 𝑇𝑒  (Nm). It is fundamental and necessary to start the mechanical 

movement, modeling the turbine's rotational dynamic changes as a function of the var-

iations in wind speed and electrical load, greatly impacting the permanent magnet gen-

erator (PMSG). 

𝐽  
𝑑2𝜃𝑚

𝑑𝑡2 = 𝐽 
𝑑𝜔𝑚

𝑑𝑡
= 𝑇𝑎 = 𝑇𝑚 − 𝑇𝑒                                      (7) 

The differential equation (7) of torque and moment of inertia will be fundamental 

for our modeling since the equation is a tool that allows to dynamically study the ac-

celerating rotational movement of the turbine by depending on the evolution of the wind 

speed and the electromagnetic effects induced as a consequence of the electrical load, 

which will be necessary to evaluate the adaptive control system. 

3 Permanent Magnet Generator Model. 

The permanent magnet generator's dynamic model is based on the three-phase perma-

nent magnet electrical machine library represented in a block in the SIMULINK tool. 

The model is based on equations (8), (9), and (10), which describe the dynamic opera-

tion of the electrical machine through the d and q axis (direct axis and quadrature axis 

flux) and also the currents represented in the same manner 𝑖𝑑 , 𝑖𝑞.  

Also, by applying the Park and inverse Park transforms, it is possible to obtain the 

dynamic evolution of the rotational and electrical system as a function of the angular 

speed ωm as an input variable and then obtain the torque expression. 

 
𝑑

𝑑𝑡
 𝑖𝑑 = 

1

𝐿𝑑
 𝑣𝑑 −

𝑅

𝐿𝑑
 𝑖𝑑 + 

𝐿𝑞

𝐿𝑑
 𝑝 𝜔𝑚 𝑖𝑞                                               (8) 

𝑑

𝑑𝑡
 𝑖𝑞 = 

1

𝐿𝑞
 𝑣𝑞 −

𝑅

𝐿𝑞
 𝑖𝑞 + 

𝐿𝑑

𝐿𝑞
 𝑝 𝜔𝑚 𝑖𝑑 −

𝜆𝑜𝑃 𝜔𝑚

𝐿𝑞
                               (9) 

 𝑇𝑒 = 1.5 𝑝 [ 𝜆𝑜 𝑖𝑞 + ( 𝐿𝑑 − 𝐿𝑞) 𝑖𝑑  𝑖𝑞]                                                  (7) 

The equations of the permanent magnet electrical machine describe the behavior of 

the generator as a function of the stator inductance in the direct and quadrature axis 

flux, Ld and  Lq, R the resistance of the stator coils, p the number of pairs of poles, 𝜆𝑜 

the magnetic flux of the permanent magnets of the rotor and 𝜔𝑚 the angular speed. The 

permanent magnet generator model based on the SIMULINK tool library also has the 

properties of dynamically generating three-phase electric current and frequency in a 

torque dependent, as an input variable, depending on the angular position θ. For the 
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experiment have basic parameter for configuration in SIMULINK, Ld= Lq= 6mH, R= 

2.15 Ohms, p = 4 and  𝜆𝑜= 0.1 Wb. This model is based on the transforms of Park (8), 

(10) and inverse Park (9) and (11); it is beneficial to make a representation of all elec-

trical changes in current, voltage, and frequency in the order of the modeling of the 

system, before the variations in torque and angular speed 𝜔𝑚, produced by the evolu-

tion of the movement of the wind turbine. 

[

𝑓𝑞
𝑓𝑑

𝑓0

] =  [𝑇𝑞𝑑0] [

𝑓𝑎
𝑓𝑏

𝑓𝑐

]                                                  (8) 

 

[

𝑓𝑎
𝑓𝑏

𝑓𝑐

] =  [𝑇𝑞𝑑0]
−1

[

𝑓𝑞
𝑓𝑑

𝑓0

]                                               (9) 

 

[𝑇𝑞𝑑0 (𝜃𝑒)] =
2

3
 

[
 
 
 
 cos 𝜃𝑒   cos(𝜃𝑒 −

2𝜋

3
)   𝑐𝑜𝑠(𝜃𝑒 +

2𝜋

3
)

−𝑠𝑖𝑛 𝜃𝑒   −𝑠𝑖𝑛(𝜃𝑒 −
2𝜋

3
) −𝑠𝑖𝑛(𝜃𝑒 +

2𝜋

3
)

1

2
 
1

2

1

2 ]
 
 
 
 

                (10) 

 

[𝑇𝑞𝑑0 (𝜃𝑒)]
−1

= [

cos 𝜃𝑒 −𝑠𝑖𝑛 𝜃𝑒    1

𝑐𝑜𝑠(𝜃𝑒 −
2𝜋

3
)   −𝑠𝑖𝑛(𝜃𝑒 −

2𝜋

3
)    1

𝑐𝑜𝑠(𝜃𝑒 +
2𝜋

3
)   −𝑠𝑖𝑛(𝜃𝑒 +

2𝜋

3
)    1

 ]                     (11) 

 

In Figure 1, we have the SIMULINK modeling of the turbine with the PMSG, the 

input variable of wind speed, and the generator's three-phase output.  

 

 
 

Figure 1. Wind turbine model with Permanent Magnet Generator in SIMULINK. 
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4 Adaptive Controlled Rectifier Model 

For the conversion of three-phase electrical energy with variable frequency and voltage 

in wind energy applications, semiconductor rectifiers are commonly used to obtain di-

rect current and facilitate its use. Current rectification can be passive or without a con-

trol system controlled like active rectification [17][18]. 

Passive rectifiers are currently used in typical applications globally for microturbines 

because they are considered relatively robust and low cost [19].  Also, do not require a 

control system, and the switching frequency is low [20], in addition to having a low 

electrical efficiency compared to fully controlled thyristor or transistor rectifiers called 

active rectification [21]. In general, the passive rectifier used for wind applications 

lacks stable control of the output voltage and stability in the power produced to the 

electrical load [17]. 

This type of passive configuration has an unfavorable impact on energy production. 

While an active rectifier, it could adapt to the real conditions of generation and electri-

cal power. That control stage consists of a booster DC-DC converter topology. This 

active rectification technique integrated into our modeling has the advantage that the 

output current and power can be regulated under the wind turbine's generation condi-

tions and the permanent magnet generator, maintaining stable output voltage [22]. 

The experimental adaptive control system shown in Figure 2 was implemented to 

control the DC-DC converter and rectifier circuit. It has a primary electrical power con-

trol loop and another feedback control loop work with the angular speed 𝜔𝑚 of the 

turbine, which is also the adaptive function block's input variable. 

 

 
Figure 2. Adaptive control system with a double closed loop. 

 

The adaptive function contains a table that depends on the power curve of the se-

lected turbine, with which the input variable 𝜔𝑚 will serve as an index to dynamically 

select the desired electrical power generation related to direct the corresponding loop 

and adjust the output power as a setpoint to get zero error, e (t) = 0. 

 

The error function e(t) is the input variable for the controller/compensator, from 

which the controller responds will generate a pulse modulation signal, specifically the 

PWM. The modulated signal will perform the switched activation of the gate of the 

MOSFET transistor of the DC-DC boost converter stage as a secondary part of the same 

controlled rectifier. According to its theoretical power curve, the adaptive control loop 

will maintain the maximum possible power production related to the turbine's dynamic 
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conditions. The power to be extracted from the wind turbine will not be more than what 

the wind's nature can generate. 

4.1 DC-DC Converter Boost Topology 

The DC-DC converter type boost can increase the voltage output as a PWM function 

by controlling the MOSFET Q1 transistor (see Figure 2). This topology allows high 

conversion; the losses in the semiconductors will be lower [23]. In general, the boost 

converter consists of an arrangement of a single transistor Q1 (MOSFET), a semicon-

ductor diode D1, an inductor L, and an output capacitor C [22]. For the design of the 

converter; the following expressions were used: 

 

∫ 𝑉𝐿(𝑡)𝑑𝑡 = (𝑉𝑔)𝐷𝑇𝑠 + (𝑉𝑔 − 𝑉)(𝐷′𝑇𝑠) = 0
𝑇𝑠

0
                        (12) 

𝑀(𝐷) =
𝑉

𝑉𝑔
=

1

𝐷′
=

1

1−𝐷
                                                   (13) 

The expression of the current through the converter is obtained with the expression 

from the capacitor's load balance and deriving it in the steady-state: 

 

∫ 𝑖𝑐(𝑡) 𝑑𝑡 = (−𝑉/𝑅)𝐷𝑇𝑠 + (𝐼𝐿 − 𝑉/𝑅)(𝐷′𝑇𝑆) = 0
𝑇𝑠

0
                (14) 

    𝐼𝐿 =
𝑉

𝐷′ 𝑅
                                                               (15) 

From where 𝑉 =
𝑉𝑔

𝐷′
  we have: 

                                               𝐼𝐿 =
𝑉𝑔

𝐷′
2
𝑅

                                                               (16) 

 
The value of the inductance L depends on the switching frequency and the period 

Ts. A design criterion will be used from the required inductance (Equations 17 and 18); 

the peak current could reach 15% above the current IL's nominal value, controlled by 

the control system. 

 

 Δ𝑖𝐿 =
𝑉𝑔

2𝐿
𝐷𝑇𝑠                                                     (17)        

 𝐿 =
𝑉𝑔

2𝐿
𝐷𝑇𝑠                                                        (18) 

The value of capacitance will be obtained from the output voltage ripple level. De-

pending on the switching, it will be considered an acceptable ripple voltage of 0.1Volts. 

From equations (19) and (20), we obtain the required value of output capacitance for 

the boost converter circuit [22]. 

Δ𝑉𝑐 =
𝑉

2𝑅𝐶
𝐷𝑇𝑠                                                  (19) 

 

C =
𝑉

2Δ𝑉𝑐
𝐷𝑇𝑠                                                   (20) 
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4.2 DC-DC Boost Converter Transfer Function  

To obtain the complete expression of the 𝐺𝑐(𝑆) controller, the closed-loop expression 

of the system to be controlled must be established first, in our case, the boost type DC-

DC converter. The stability of the power loop will also depend on the boost transfer 

function. The Transfer function is obtained [22] by the following expression (21). 

 

𝐺𝑣𝑑(𝑆) = 𝐺𝑔𝑜

(1 − 
𝑆

𝜔𝑧
)

1 +
𝑆

 𝑄𝜔𝑜
 + (

𝑆

𝜔0
)
2                                     (21) 

 

The expression 𝐺𝑣𝑑(𝑆) is the frequency domain transfer function of the boost con-

verter. Also, the expression 𝑇𝑜(𝑆) is the complete function of the control open-loop, 

including the controller 𝐺𝑐(𝑆), as a factor of the system transfer function, 𝑉𝑚 is the gain 

expression for the PWM control. The converter's transfer function's expression will be 

used to model and study the frequency response through a Bode diagram, allowing to 

validate the system's stability.  

 

𝑇𝑜(𝑆) = 𝐺𝑐(𝑆) ∗  
1

𝑉𝑚
∗ 𝐺𝑣𝑑(𝑆)                                           (22) 

4.3 Control System Model and Stability 

To achieve the modeling of the proportional, integral, and derivative (PID) type con-

troller 𝐺𝑐(𝑆), it will be necessary to define the system's transfer function's coefficients 

to be controlled 𝐺𝑣𝑑(𝑆), in this case, the boost type DC-DC converter. 

 

Through expressions (23), (24), (25), and (26), it will be possible to obtain the cor-

responding values to introduce in the Transfer function [22]. 

𝐺𝑔𝑜 =
1

𝐷′
                                                        (23) 

 

𝜔𝑜 =
𝐷′

√   𝐿𝐶  
                                                      (24) 

 

𝑄 =
𝑅𝐷′

√   
𝐶 

𝐿
   

                                                       (25) 

 

𝜔𝑍 =
𝑅𝐷′2

𝐿
                                                     (26) 

 

Using the design parameters established in Table 1 is possible to obtain the necessary 

values to complete the expression representing the transfer function 𝐺𝑣𝑑(𝑆), which will 

be used to obtain the controller 𝐺𝑐(𝑆), using the Ziegler and Nichols methodology. 
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Table 1. Design parameters for the DC-DC (Boost) controller 

 
Design Parameters (Boost) Value Unit 

L (Inductor) 100 µH 

RL (Inductor Series Resistance) 0.011 Ohms 

C (Output Capacitance) 47 µF 

Rc (Capacitance Resistance) 0.04 Ohms 

Rload (Load Resistance) 8 Ohms 

fo (Frequency) 15 kHz 

Ts (Period) 66.7 µs 

Vg (Input Voltage) 16.8 Volts 

V (Output Voltage) 24 Volts 

ΔIL% (Inductor Current) 0.1 % 

ΔVc (Capacitor Ripple Voltage) 20 mVolts 

In (Nominal Output Current) 11.6 Amperes 

Ip (Peak Output Current) 13 Amperes 

D (Duty Cycle ON) 0.35 % 

D` (Duty Cycle OFF) 0.65 % 

 

According to the values proposed for the boost converter's design, we have the co-

efficients of 𝑮𝒅𝟎 is 37, 𝝎𝒐 is 9677, Q is 3.56, 𝑽𝒎 is 4, and 𝑯(𝑺) is 0.0125 to establish 

the transfer function. The expression 𝐺𝑣𝑑(𝑆) is the transfer function of the boost type 

DC-DC converter. 

𝐺𝑣𝑑(𝑆) =
37 − 0.001 𝑠 

1 + 0.000029 𝑠 + 0.00000001 𝑠2                                (27) 

 
In Figure 3, the Bode plot is presented, representing the behavior in the frequency do-

main of the plant or process of the system. It can be seen that the system is not stable 

and that it requires compensation for the phase margin 𝜑𝑚. 

 

 
 

Figure 3. Bode Plot of the plant or process 𝐺𝑣𝑑(𝑆). 
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To apply the Ziegler and Nichols methodology, the closed-loop control expression 

𝑇𝑐(𝑆) is obtained. The initial conditions 𝐺𝑐(𝑆) = 1, with 𝐻(𝑆) being the feedback func-

tion with the established gain value from Table 2. 

 

𝑇𝑐(𝑆) =
𝑇𝑜(𝑠)

1 + 𝑇𝑜(𝑠) 
                                          (28) 

 
The function representing the closed control loop is 𝑇𝑐(𝑆), for 𝐺𝑐(𝑆)  = 1, which will 

be used to apply the Ziegler and Nichols methodology and determine the controller. 

The closed-loop expression 𝑇𝑐(𝑆) is shown in equation (29).  

 

𝑇𝑐(𝑆) =
0.1156 − 0.00000031 𝑠 

1.11 + 0.000029 𝑠 + 0.00000001 𝑠2                             (29) 

 
The resulting coefficients for applying the Ziegler and Nichols method for tuning 

the controller and achieving system stability [24] was 𝜔𝑢 (2900), 𝑃𝑢(0.0022), and 𝐾𝑢 

(1).Applying the Ziegler and Nichols methodology and introducing the values of 𝑃𝑢 

and 𝐾𝑢, the resulting values corresponding to the proportional, integral, and derivative 

gains, 𝐾𝑝, 𝐾𝑖  y 𝐾𝑑, are obtained. 

Table 2. Coefficients of gain and time constants for the design and tuning of the 

𝐺𝑐(𝑆) controller. 

Controller Type 𝑲𝒑 𝑻𝒊 𝑲𝒊 𝑻𝒅 𝑲𝒅 

Proportional (P) 0.5 - - - - 

PI (Proportional-Integrative) 0.45 0.00183 245 - - 

PID 1 0.0011 544 0.00028 0.00017 

 

According to the results in Table 2, the derivative action represents very minimal 

gain value for using a PID type controller; it is considered only to use the proportional 

and integral gains (PI).  

 

After obtaining these coefficients in expression (30), we have the controller 𝐺𝑐(𝑆). 

The expression (31) is also equivalent to 𝐺𝑐(𝑆) by rearranging the elements in the func-

tion. 

𝐺𝑐(𝑆) = 1 +
544

𝑠
                                (30) 

 

𝐺𝑐(𝑆) =  
𝑠   +  544

𝑠
                                (31) 

 

Through the control open-loop expression (32) 𝑇𝑜(𝑆), the system's stability is eval-

uated after implementing the controller. 

 

𝑇𝑜(𝑆) =
1 

4
∗ 𝐺𝑣𝑑(𝑆) * 𝐺𝑐(𝑆) *𝐻(𝑆)                  (32) 

 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 612

ISBN 978-9930-541-79-1



The expression 𝑇𝑜𝑐(𝑆) represents the open-loop system compensated with the con-

troller 𝐺𝑐(𝑆). 

𝑇𝑜𝑐(𝑆) =
−0.0000125 𝑠2 + 0.4557 𝑠 + 251.6 

0.00000004 𝑠3  + 0.000116 𝑠2 + 4𝑠
                             (33) 

 

Figure 4 shows the Bode plot for the expression 𝑇𝑜𝑐(𝑆) after tuning the control sys-

tem. It is observed that the system is stable and that the phase margin has been cor-

rected, compensated to 𝜑𝑚 = 96.4 °. The gain margin is -18.5 dB, which indicates a 

rejection of the possibility of oscillation and system instability. 

 
 

Figure 4. Bode Plot of the expression 𝑇𝑜𝑐(𝑆) representing the open-loop system com-

pensated with the controller 𝐺𝑐(𝑆). 

4.4 Implementation of the adaptive control system 

A table of corresponding electrical power values must be incorporated into the system 

to achieve the adaptive controller's implementation. Each input angular speed value has 

a value of the power according to the wind turbine model. 

In figure 5, the adaptive function can be seen, which will represent an index of reference 

value corresponding to the measured value of the angular speed, obtaining for each 

angular speed value, the reference that the control system will have for each wind speed 

scenario, and maintaining optimal power production. 

 

 
Figure 5. Adaptive function in SIMULINK for the control system. 
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5 Experiment Methodology 

For the experimental process, the modeling of both rectifiers, passive rectifiers (without 

controller), and the controlled rectifier with adaptive control and regulation system has 

been carried out under the same test conditions and wind speed characteristics. Two 

similar experiments were carried out, one for each type of rectifier using the 

SIMULINK tool. 

 

We work with a 24V battery and an 8 Ohms resistance in parallel for each test, con-

nected to each rectifier's output, to maintain a fixed electrical charge during the exper-

iment. We use the wind speed from 1 to 8 meters per second (m/s) for each test, typical 

for urban environments. 

5.1 System Modeling  

For the experiment with the passive rectifier, it is made up of the wind turbine model, 

the PMSG, the passive rectifier, and the 24V battery with a resistive load of 8 Ohms. 

 

Similarly, the experiment with the adaptive controlled rectification system includes 

the wind turbine model, the PMSG, the passive rectifier, and a 24V battery with the 

resistive load of 8 Ohms.  

6 Analysis of the results and discussion. 

The two experiments were realized and completed. Table 3 shows the value of wind 

speed and according to the range established in the methodology for its evaluation. 

 

According to the data resulting from the experiment, the controlled rectifier's voltage 

is stable, and the electric power generated is at the optimum point of possible power 

that the turbine will produce according to the wind conditions and its angular speed. On 

the other hand, for the passive rectifier, the situation is different; the voltage varies 

according to the power production and the wind speed variation, that the energy pro-

duction would not be according to its optimum point of power produced.  

 

To carry out a comparative study of the energy contribution with both technologies 

to rectify and convert energy into a useful form. The urban location is taken in a central 

area of the city of Santo Domingo. The Weibull probability distribution shows that the 

annual hours of wind potential are estimated for the selected urban area. The wind data 

related to generated electrical power and energy production in kWh/year are presented 

for each rectifier in Table 3. The total energy produced adaptative rectifier was 155 

kWh and for the passive rectifier was 96 kWh. 
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Table 3. Comparative data of wind energy production produced by both rectifiers according to 

the Weibull distribution of probabilities of annual hours for wind speeds (m/s). 

Wind 

Speed 

(m/s) 

Distribution 

hours/year 

Pe (W) 

Adaptive 

rectifier 

Pe (W) 

passive 

rectifier 

Energy produced 

Adaptive rectifier 

(kWh/year) 

Energy pro-

duced 

Passive rectifier 

(kWh/year) 

0 0 0 0 0 0 
1 2012 1.68 0 3.4 0 

2 2744 2.3 2.6 6.3 7.1 

3 2174 14.8 10.3 32.2 22.3 
4 1186 22.8 19.2 27.0 22.8 

5 470 103.6 50.1 48.6 23.5 

6 138 194.6 97.4 26.9 13.5 
7 31 278.4 110.2 8.5 3.4 

8 6 410 142.3 2.5 0.9 

 

The experiment verified that the passive rectifier in the face of low wind speed, the 

electric current is very little or null for the battery because the voltage level is not stable. 

It will be less than the battery voltage level of 24 Vdc; it will not capture power and 

energy from the wind source. 

7 Conclusions & Future Works 

The results obtained in the tests carried out show that the controlled rectifier's adap-

tive control shows satisfactory results. By modeling the system of an adaptively con-

trolled rectifier, for micro wind turbines, maximizing power capture and increasing 

energy production is by 65% in kWh/year. The development of all kinds of technol-

ogy, similar to the adaptively controlled rectifier, will improve renewable energy pro-

duction. 

  

The production of wind energy from a smaller scale of power is currently being pro-

jected to integrate into a smart city. Future work proposes building a real test bench 

with a data acquisition system that can perform electrical and mechanical parameters 

to validate rectifiers' characteristics in real-time, under physical conditions, and real 

thermodynamics scenario. Also, implement the adaptive control system in a microcon-

troller or ARM processor to achieve a low-cost and straightforward electronic control-

ler. 
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Abstract. In recent years, different types of generators have been used in the 

conversion of wind energy namely the wound rotor synchronous generator 

(WRSG) and the doubly-fed asynchronous generator (DFAG). In order to en-

sure energy efficiency and satisfactory sustainability of electricity production, it 

is necessary to ensure that these generators are protected from any untimely 

shutdown. 

This article focuses on the predictive detection of mechanical and electrical 

faults that affect wind turbines, such as unbalance which is cited as one of the 

main causes of degradation of rolling elements. As well as the brush faults 

causing electrical asymmetries and consequently overheating with serious con-

sequences for the WRSG and DFAG generator. 

Many methods for detecting and diagnosing electrical and mechanical faults 

have been developed to date. Among these techniques, we cite the spectral 

analysis of the current by the fast Fourier transform (FFT), which seems to be 

very affordable, reliable and less expensive to implement than other techniques. 

Its application to the processing of the rotor or stator current signal, depending 

on the type of generator, aims at early detection of faults affecting the wind 

power system.  

An experimental validation was carried out on a WRSG generator linked to the 

utility network by the rotor and on a 3 kW DFAG delivering its electrical ener-

gy by the stator. The results obtained by this fault detection technique are satis-

factory and interesting because they allow the prediction and detection of the 

unbalance fault at the level of the wind generator (or turbine) and the wear of 

the brushes or the bad contacts affecting the electric generators. 

Keywords: Wind Energy, Current Analysis, Generator Fault, Electrical Sliding 

Contacts Faults, Diagnosis, FFT. 

1 Introduction  

As a result of global warming and the depletion of fossil fuels, wind renewable en-

ergy production systems are expanding rapidly across the world [1–4] Due to the 

reduction in the price of this technology and its technical mastery, wind power sys-
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tems will expand further over time. However, compared to the various traditional 

electric drives, the maintenance of wind systems is difficult and more expensive, it is 

even more so if they are offshore wind turbines or tidal turbines. Most medium and 

high power wind power systems are equipped with wound rotor synchronous genera-

tor (WRSG) and doubly-fed asynchronous generator (DFAG) [5, 6]. In order for the 

power generation capacity to be satisfied, care must be taken to keep these generators 

running smoothly and to be free from mechanical or electrical breakdown [7–10].  

Only, in the long run, the generators that we are talking about can be affected by 

mechanical degradation, among the most frequent faults we can mention the mass 

unbalance caused by the deposit of dusty material on the turbine blades, the degrada-

tion of the blades or turbine and generator shaft alignment problems. This mechanical 

defect is cited as one of the main causes of the degradation of the bearing compo-

nents. As for electrical degradations mainly concerning WRSG and DFAG, the elec-

trical switching fault caused by poor contact between brushes and rings is very com-

mon, involving wear of the rings and electrical asymmetries in the rotor and stator 

electrical circuits [11–15]. 

The appearance of these anomalies is translated by a significant vibratory impact, 

but this information is often very late. Failing to process the stator current for the 

purpose of detecting faults altering the wind power system based on WRSG and 

DFAG, we refer to the analysis of the rotor current given that the current delivered by 

the stator of the generator can also contain information on mechanical load and power 

electronic interfacing faults. As the rotor current strength is also a magnitude derived 

from the electromagnetic torque, therefore, its exploitation for the extraction of char-

acteristics affecting the wind power system represents a simple, reliable and inexpen-

sive solution. The WRSG or DFAG generator rotor current signature analysis ap-

proach can be applied as a periodic monitoring and predictive diagnostic technique 

for maintenance purposes for wind power systems [16–19]. 

 The spectral analysis of the current using the FFT tells us about the nature of the 

fault. The results obtained are satisfactory and can be used effectively to predict mass 

unbalance, electrical unbalance and poor switching faults of the wind generator and 

the electric generator [20, 21].  

This diagnostic methodology allows sufficient time to be given to prepare for the 

operation in the context of balancing the system and changing the brushes or their 

brush holder if necessary. 

2 Theoretical Background 

Fourier transform is one of the simplest and most used techniques for signal analy-

sis and processing for the purpose of detecting mechanical and electrical faults [22], 

the Fourier transform (TF) of a signal x ( t) any is defined by: 

 

 (1) 

 

𝑥  𝑓 =   𝑥 𝑡  𝑒−𝑗2𝜋𝑓𝑡
+∞

−∞

 𝑑𝑡 
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Degradation due to unbalance or misalignment affects certain characteristic fre-

quencies, so frequency analysis will detect the increase in the energy of these harmon-

ics. Generally, the characteristic frequencies of mechanical defects obtained by spec-

tral analysis (FFT) are given by the following formula:  

 

     (2) 

 

Where: p is pole pairs, s is the slip, it is the difference between the speed of the ro-

tating field ns in the air gap and the speed of rotation of the rotor nr, f1 is the funda-

mental frequency (Hz), fd is the related fault frequency in (Hz), 𝑘 = 1, 3, 5... and 𝑛 = 

1, 2, 3… 

The monitoring and diagnostic of mechanical unbalance based on current signature 

analysis used as non-invasive method to detect sidebands harmonics around the fun-

damental supply frequency expressed by: 

 

 f 𝑚𝑎𝑠𝑠 𝑢𝑛𝑏𝑎𝑙𝑎𝑛𝑐𝑒  =  f 𝑠  ±  1 f 𝑟                                      (3) 

 

Where: fs is the source frequency and fr is the rotation frequency (Hz) 

With regard to the monitoring and diagnosis of electrical asymmetry based on the 

analysis of the rotor current signature of the WRSG or DFAG generator, the detection 

of harmonics of multiple bands of the fundamental supply frequency is expressed as: 

 

 f 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑎𝑙  𝑢𝑛𝑏𝑎𝑙𝑎𝑛𝑐𝑒  = n  f 𝑠                                       (4) 

 

It should be noted that if we want to use the stator current delivered by the genera-

tor, the detection of the fault are not correct because the current will concern the load 

and the generator, unless active loads are used to detect the mechanical defects.  

Regarding the detection of electrical faults of the generator, it is necessary to en-

sure that the electrical load is symmetrical and perfect and the same for the power 

electronic interfacing (PEI). 

3 Experimental Tests 

The test bench shows two aggregates of electrical machines, the first consisting of 

a variable speed DC motor coupled to an WRSG and for the second a variable speed 

DC motor coupled to a DFAG (Fig. 1).  

 

 

 

 

𝑓𝑑 =  𝑓1 (𝑘 ∓
𝑛

𝑝 1 − 𝑠 
) 
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Fig. 1. Test bench. 

 

Only in our work all the tests were carried out at a speed of 1500 RPM to meet the 

frequency 50 Hz comparable to that of the electrical grid. The Wind System required 

(Table 1):  

 

Table 1. Characteristics of electrical machines of the wind power system. 

 

Machines DC Motor DFAG WRSG 

Power 3 kW 3 kVA 3 kVA 

Voltage 220 V 220 V 220 V / 380 V 

Speed 1500 RPM 1500 RPM 1500 RPM 

 

The AC generator is coupled to a 3 kW DC motor simulating the turbine. In order 

to create an unbalance fault in the engine - generator system, a mass was attached to 

the fin of the cooling fan of this drive motor. 

As for the electrical fault, the analysis of the electrical switching was intentionally 

created by loosening the spring of the brush holder, the disturbance of the pressing 

force of the spring will automatically lead to poor contact of the brushes on the corre-

sponding ring of the rotor wound generator. 
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At the end, the current signal is analyzed and compared in the healthy and degrad-

ed case of systems; an appearance of new harmonics in the spectrum is synonymous 

of a degradation of the machine, the severity of the failure or its evolution is signified 

by increasing the amplitude of the signal, the acquisition of the signals for the diagno-

sis was carried out by means of a HAMEG507 oscilloscope connected to a Chauvin 

Arnoux brand current sensor; caliber 0.01-10 A and type: PAC 12.  

The current acquisition was carried out by a digital oscilloscope equipped with 

software SP107 E, in order to read the acquisition data and control the oscilloscope. 

The measured current data were downloaded to a PC. The representation of the dif-

ferent spectra was obtained using programs written in the Matlab 2011 environment. 

4 Discussions of Experimental Results 

4.1 Healthy Wind System and in the Presence of an Unbalance: Spectral 

Analysis of the Rotor Current of The WRSG Generator 

The characteristic frequency of the unbalance defect is present on each side of the 

fundamental at 50 Hz (Fig. 2). These results are in accordance with what was ob-

tained in the theoretical context concerning the unbalance (Equation. 3). 

The measured speed Generator is nrot = 1500 RPM, thus fr = 25 Hz. The line 

around the fundamental fs = 50 Hz, which has the greatest amplitude in the frequency 

ranges below, is then searched on the spectrum of the current: 

 

{
𝑓𝑢𝑛𝑏𝑎𝑙𝑎𝑛𝑐𝑒 = 50 − 25 = 25 𝐻𝑧
𝑓𝑢𝑛𝑏𝑎𝑙𝑎𝑛𝑐𝑒 = 50 + 25 = 75 𝐻𝑧

                                        (5) 

 

 

0 50 100 150 200 250 300 350 400 450 500
-8

-6

-4

-2

0

2

4

 

 

X: 25.39

Y: -0.42

Frequency (Hz)

A
m

pl
itu

de
 (d

B
)

X: 49.8

Y: 2.034

X: 75.2

Y: -0.3969

ia Healthy

ia Unbalance

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 622

ISBN 978-9930-541-79-1



6 

 

 

 
 

Fig. 2. Spectrum of the Rotor Current I (a, b, c): healthy and degraded wind system. 

4.2 Healthy Wind System and in the Presence of an Electrical Unbalance: 

Spectral Analysis of the Rotor Current of The WRSG Generator 

Figure 3 shows the signature of the rotor current of the WRSG generator, the signature of 

the electrical imbalance fault is expressed in the spectrum of the rotor current through the ap-

pearance of harmonic peaks corresponding to odd frequencies multiple of the fundamental 

frequency 50 Hz. 
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Fig. 3. Wind turbine system healthy and in the presence of a brush-ring contact fault: Irotor spec-

trum. 

4.3 Spectral Analysis of the Rotor Current of the Wind Power System 

Equipped with DFAG Generator 

Just by referring to the temporal characteristics of the rotor current represented by 

Figures 4 and 5, it can be seen that the amplitude of the current of the rotor phase has 

greatly increased as soon as the DFAG generator of the wind power system is in the 

presence of the fault of electrical switching. 

 

 
 

Fig. 4. Temporal characteristic of the rotor current of the healthy wind system. 
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Fig. 5. Temporal characteristic of the rotor current with a brush-ring contact fault. 

 

Figures 6 and 7 show the current spectrum of the rotor of the DFAG generator in 

healthy operation and during the appearance of poor contact between the rotor rings 

and the brushes. 

Analysis of the rotor current spectrum indicates the presence of degradation in the 

functioning of the wind power system. The presence of a switching fault between the 

rings and the brushes is reflected in the spectrum by an increase in the amplitude of 

the rotor currents in the different phases of the wound rotor of the DFAG. This in-

crease in current is proportional to the severity of the electrical switching fault which 

will increase as the load on the wind power system increases. 

This justifies the observation of the increase in amplitude at the characteristic fre-

quency of the fault coinciding with the fundamental harmonic fs = 50 Hz and the 

peaks of harmonics at odd frequencies multiple of 50 Hz. 

 

 
Fig. 6. Irotor spectrum of the healthy wind system based on DFAG. 
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Fig. 7. Irotor spectrum of the wind system based on DFAG with a brush-ring contact fault. 

 

 
 

Fig. 8. Spectrum of a rotor phase (Ia rotor) of the healthy DFAG-based wind system and with a 

brush-ring contact fault. 
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We notice a comb of lines (red color) around the fundamental frequency (Fig. 8). 

This justifies the observation of frequencies characteristic of the harmonics of the 

notch where the turns corresponding to the winding of the phase are directly impacted 

by the poor contact of the brush-ring system. 

4.4 Spectral Analysis of the Stator Current of the Wind Power System 

Equipped with DFAG Generator 

Figure 9 shows the spectrum of the stator current of the healthy DFAG generator 

and in the presence of the electrical switching fault.  

It should be noted that the emergence of peaks of harmonics of multiple bands of 

the fundamental supply frequency (nf𝑠) well justifies the presence of electrical asym-

metry (electrical unbalance) and this responds to the aforementioned theoretical con-

text. 

This current is delivered by the stator of the generator in a purely active load in or-

der to avoid any interference from the reaction of the load which would influence the 

spectrum of the stator current 

 
Fig. 9. Spectrum of a stator phase (Ia sotor) of the healthy DFAG-based wind system and with 

a brush-ring contact fault. 
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5 Conclusion 

This article focuses on an experimental study conducted on the detection of the de-

fect of mass unbalance and electrical asymmetry that affects wind systems based on 

synchronous generators (SG) and doubly-fed asynchronous generator (DFAG). The 

aforementioned faults are the most frequent and vulnerable because their impact can 

spread to other elements of the wind system if they are not detected in time. 

For this purpose we have in this experimental work applied the technique of analy-

sis of the signature of the rotor current by the FFT, the signal is picked up at the level 

of the generator when it is possible, this is in our opinion more reliable and correct 

than that. stator current for the detection of mechanical or electrical faults affecting 

wind power systems. 

The spectral analysis of the rotor current clearly revealed the unbalance defect af-

fecting the mechanical axis of the wind power system and the electrical unbalance 

affecting the phases of the WRSG and DFAG generator. 

The theoretical consideration was validated by the experimental results. Thus, it 

has been shown that the analysis of the rotor current signal by the FFT represents a 

useful tool for the monitoring of the state of the wind power system. It can extend to 

the detection of other mechanical and electrical faults that may be experienced by the 

wind power system. The proposed approach can be combined with other signal pro-

cessing techniques and allow higher diagnostic accuracy and low cost enrichment in 

favor of predictive maintenance. 
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Abstract. A microgrid is a small part of a given electrical distribution system 

with distributed generators for storing energy and loads that can be controlled to 

achieve a self-sufficient energy system integrated with fossil fuel generation 

technologies if they can reduce their operating costs. Pedernales municipality in 

the Dominican Republic currently operates in an isolated microgrid of the Na-

tional Interconnected Electric System (SENI) with three diesel generators, 

which incur high operating costs, large emissions of carbon dioxide (CO2) and 

sulfuric acid (SO2). This paper aims to propose a photovoltaic (PV) system with 

a battery energy storage system (BESS) for the decrease of diesel consumption. 

To achieve this objective, an analysis of load profiles, market exploration of the 

energy storage, sudden entries and exits of charge and generation, photovoltaic 

penetration capacity, and establishing a comparison between the system with 

and without energy storage. DIgSILENT and HOMER Pro were chosen to ana-

lyze and optimize the design of the PV system. For the financial analysis, Net 

Present Value (NPV), Internal Rate of Return (IRR), and payback period were 

used. The cost-benefit method of production and reduction of greenhouse gases 

was chosen for the environmental analysis. 

Keywords: Photovoltaic, renewable energy, energy storage, solar energy. 
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1 Introduction 

Microgrids are low-voltage power systems isolated from the primary power system, 

which have distributed generation sources, storage systems, distributed loads, and 

monitoring and control systems for each of these parts. Due to the challenges faced by 

power systems around the world (including drastic increases in demand, deterioration 

of the environment, low energy efficiency, among others) [1], microgrids have be-

come increasingly most used worldwide because they allow the control of distributed 

generation sources effectively and flexibly [2]. 

Currently, most microgrids work with diesel generation [3], which frequently increas-

es operating costs and polluting emissions; thus, more and more microgrids are 

changing to renewable energy such as wind and solar energy [4]. Electrical power 

systems have very delicate characteristics affected by the use of this type of technolo-

gy [5]. The high penetration of unmanageable energy increases the risk and instability 

of microgrids due to intermittent production. Therefore, the percentage in the genera-

tion matrix of photovoltaic systems is limited [6].  

BESS is an energy storage system with smart batteries that regulate the system's fre-

quency and optimize it, improving the reliability and quality of the system's energy 

[7]. Coordinating BESS in a power system offers enormous advantages. BESS is 

appropriate to help distribution system operators, conveniently beating the difficulties 

of expanding distributed, fluctuating, and questionable generation from sustainable 

power sources [8]. 

In the Dominican Republic, Pedernales municipality has an isolated system that 

worked with the generation of fossil fuels, which have resulted in high operating costs 

and high CO2 emission. To achieve a reduction in diesel consumption, this paper pro-

poses a change in the generation matrix by implementing a PV system with BESS.  

2 Methodology 

A research methodology was developed, dividing it into literature review stages, raw 

data collection, data analysis, design and sizing of a photovoltaic power station with 

storage system, simulations, and analysis of results. 

Literature review: consisted of a review of the state of the art to determine the ad-

vances and information of other authors regarding the subject worldwide, obtaining a 

knowledge of the parameters and tools currently being used. 

Raw data collection: Technical information was collected from the selected mi-

crogrid, such as type of fuels used for power plants, electrical circuits that are ener-

gized, electrical demand of the system, electrical losses, current operating costs of the 

system (OPEX), projection of demand, and climatological information of the area to 

see the renewable potential it has. 
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Data analysis: Using spreadsheets, the data obtained was analyzed, and the possible 

equipment that would be needed for the integration of the photovoltaic system and 

energy storage. 

Design and sizing: The projection of the current system's demand for up to 25 years 

and the current state of the electrical distribution networks were evaluated for the 

sizing of the proposed system. 

Simulations: The behavior of the microgrid was evaluated using two software. 

HOMER PRO allowed simulating different types of scenarios and configurations 

between conventional generation technologies and configurations of photovoltaic and 

storage systems considering technical-economic factors used to evaluate a project 

DIgSILENT, a group of events that could affect the microgrid's electrical stability 

response was simulated. 

Analysis of results: The response of the microgrid with and without the proposed sys-

tem was evaluated for all the scenarios to see how the proposed configuration im-

proves the electrical, economic, environmental, and social indicators of the selected 

area. 

3 Case of Study 

The Pedernales municipality, which is the head of the province of its name, is located 

in the southwest of the country. The annual average temperature is 29 °C, and it is one 

of the driest towns in the Dominican Republic. It has a generation matrix that operates 

entirely with three generators with a maximum capacity of 5.1 MW, which use Heavy 

Fuel Oil (HFO) and Low Fuel Oil (LFO). The main characteristics of the electricity 

distribution system are shown in Table 1. 

Table 1. The current state of the electricity distribution system. 

Circuit 

Distribution 

Clients Installed  

Power 

(kVA) 

Demand 

Factor 

 

Maximum 

Demand 

(kW) 

Maximum 

Demand 

(kVA) 

Power 

Factor 

PEDE501 1.463 2.528 0.3819 906 965 0.9386 

PEDE502 1.131 3.550 0.3001 1.020 1.065 0.9573 

PEDE503 1.234 1.843 0.5977 1.065 1.101 0.9671 

Total 3.828 7.920 0.3954 2.991 3.132 0.9550 

The load curve corresponding to the previous year (2019) was obtained for the annual 

load profile. The annual energy consumption is presented in Fig. 1. 
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Fig. 1. Energy consumption for 2019. 

The total energy consumption for the year 2019 was 18.979.497 kWh, while the total 

equivalent to CO2 emissions was 13,599 metric tons. 

4 Design and Sizing of the Photovoltaic Power Station 

4.1 PV System Nominal Power 

For the dimensioning of the solar plant's power, the specific photovoltaic performance 

of the Pedernales region is used, it is 1,753 kWh / kWp; this data was recovered from 

the "Global Solar Data" of the World Bank Group. It is starting from an energy re-

quirement of 18,979,497 kWh. The minimum peak power (𝑃𝑚𝑖𝑛𝑖𝑚𝑢𝑛) is obtained 

using Equation 1. This power is subject to a fully renewable generation matrix. To 

verify that an 11 MWp plant is supplying the demand, it is necessary to use simula-

tion software [9]. 

𝑃𝑚𝑖𝑛𝑖𝑚𝑢𝑛 =
18.979.497 𝑘𝑊ℎ

1.753 𝑘𝑊ℎ/𝑘𝑊𝑝
= 10.826,86 𝑘𝑊𝑝 ≈ 10,83 𝑀𝑊𝑝           (1) 

4.2 PV Module Selection 

The performance of photovoltaic cells depends on the internal design of the silicon 

sheets inside [10]. Within the PV module manufacturing companies, a select group is 

made up of the most renowned companies called Tier 1. For selecting the manufac-

turer of the photovoltaic modules of this project, a verification of the companies that 

make up this group was made, listed in reference [11]. PERC Canadian Solar technol-
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ogy PV modules were chosen due to their high efficiency and good profitability 

(price-durability). 

4.3 BESS Selection 

The lithium-ion and lead-acid batteries are the ones with the best characteristics [12]. 

Lead-acid batteries are the safest type of energy storage technology; however, their 

useful lives are considerably short (approximately 3 to 10 years) and have an interme-

diate energy density [13]. In contrast, lithium-ion batteries have a longer life, a high 

energy density, and are smaller in size [14]. Given the power required for this case, 

the use of lithium-ion batteries for its development has been decided. For the BESS 

selection, Tesla Megapack has been chosen, which is a large-scale lithium-ion energy 

storage system capable of storing up to 3 Megawatt-hours (MWh) of electricity, de-

signed to store energy generated by intermittent renewable sources. 

 

Some of the reasons why this pack was selected are because it is a competitive solu-

tion in terms of quality and cost [15], the investment cost decreases with the ad-

vancement of technology [16], it has a high density of charge and a longer useful life 

[17], a more significant amount of energy in smaller space [18] and designed to im-

prove the quality of the frequency [19]. 

4.4 PV Inverter Selection 

There are different types of photovoltaic inverter technologies used in solar installa-

tions such as, microinverter that must be installed one for each panel having a power 

range of 0,4kW to 2kW [20], a central inverter that has high efficiency and low cost 

per installed watt with a power range of 250kW to 870kW [21] and string inverter that 

offers flexibility and higher performance with a power range of 1000kW to 1GW  

[22]. A string inverter was selected since the PV system will have an installed 11 

MWp and belongs to an isolated system.  

 

5 Photovoltaic Power Station Simulations 

The steps carried out for the simulations of scenarios and the system proposed for the 

case study are presented in Fig. 2. 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 634

ISBN 978-9930-541-79-1



 
Fig. 2. Flowchart of the simulation process. 

The simulation used the technical data related to the current generation system, in-

verter features, PV modules, and storage systems, which are presented in Table 2. 

Table 2. Summary of the input data for the case of study. 

Description 
Current 

Generation 

Inverter  

Features 

PV 

Modules 

Storage  

System 

Capacity (kW) 1.700 *1 *1 - 

Capital (USD) $1.800.000 $300 $800 $438,43 

Replacement (USD) $1.800.000 $300 $700 $438,43 

O&M (USD/hr) $5,70 0,00 1,20 $0,27 

Minimum Load (%) 25 - - - 

Lifecycle (years) 20 15 25 15 

Fuel Price (USD/L) $0,57 - - - 

Efficiency (%) - 95 - - 

Relative Capacity (%) - 100 - - 

Performance (kWh) - - - 21.081.851 

DC Voltage (V) - - - 600 

Initial Charge Status - - - 100 

Minimum Charge Status - - - 20 

* Default value of a unit recommended by the software for analysis 
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The cost information presented in Table 2 was obtained from the electric company in 

the area. As for the technical data, the data recommended by the HOMER PRO were 

used. 

6 Discussion 

In the simulation of the circuit opening with the highest demand, it was obtained that 

the proposed system with primary frequency regulation and secondary frequency 

regulation manages to decrease the response time from 2,88s to 0,06s. The same hap-

pens in the simulation of a three-phase short circuit 300m from the main bus; the re-

sults showed a frequency disturbance time of 0,066s for the proposed system com-

pared to a frequency disturbance time of 4,7s for the current system. The result of the 

current system's full load output was a curve that tends to 0 Hz indicating a blackout, 

as observed in Fig. 3. 

 

 
Fig. 3. The output of the current system at full load. 

However, with the proposed system, a blackout does not occur due to the contribution 

provided by the BESS, keeping the frequency between 59,9992 and 60,0003 Hz, as 

shown in Fig. 4. 
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Fig. 4. The output of the proposed system at full load. 

The results obtained in the simulation of circuit closure with the highest demand show 

that the frequency with the current system decreases to 58,027 Hz, and it took 5s to 

resume stability. In comparison, with the proposed system, the frequency decreases to 

59.997 Hz, and the recovery time also with 0,0480s. Finally, a simulation of the shad-

ing effect was performed on the PV system with a duration of 29s, which caused the 

frequency to drop to only 59,999 Hz. After the 29s, the system returned to the nomi-

nal frequency in just 1.2s, showing that the BESS manages to maintain the frequency 

without problems. 

The different scenarios and events that simulated to affect the voltage and frequency 

stability of the current microgrid (with combustion engines) versus the proposed hy-

brid microgrid (diesel-FV-BESS) are presented in Table 3. 
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Table 3. Summary of the events carried out and their response in the current system and the 

proposed system. 

Case Event Frequency 

stability 

Voltage 

Stability 

Maximum 

frequency 

[Hz] 

Minimum 

frequency 

[Hz] 

Stability 

recovery 

time [s] 

Minimum 

voltage 

[p.u.] 

Current 

microgrid 

with combus-

tion engines 

 

1 yes yes 61,9270 no 2,8800 no 

2 no no no no no 0,236 
3 yes yes no 58,0270 5,000 no 

4 no no no 57,0000 no no 

Hybrid mi-

crogrid pro-

posal (diesel- 

FV-BESS) 

1 yes yes 60,0100 no 0,0600 no 

2 no no no no no 0,433 

3 yes yes 60,0040 59,9970 0,0480 no 
4 yes yes 60,0003 59,9992 0,2000 no 

5 yes yes 60,0100 59,9990 1,2000 no 

 
Event 1: Opening of the circuit with the highest demand 

Event 2: Failure in the circuit with the largest installed capacity 

Event 3: Closing of the maximum demand circuit 

Event 4: Triggering a generating unit 

Event 5: Cloud effect (shadow) on the solar plant 

 

The current power generation system is composed of diesel generators, which have an 

excellent response to the inertia of the system and produce CO2 emissions that affect 

the environment, the proposal to integrate photovoltaic generation systems to the grid 

reduce greenhouse gases produced by using fossil fuels.  

 

The social impact of implementing the proposed system in the case of study leads to a 

decrease in the cost of electric energy and the reduction of blackouts to improve the 

quality of life of residents. In addition to improving the supply and stability of energy, 

new employment sources will be generated in the province and an increase in tourism. 

Regarding the environmental impact, we have greenhouse gases, harmful chemical 

substances, polluting chemical substances, and vegetation degradation. This can be 

solved by improving production efficiency, optimizing battery disposal, reuse of met-

al components, and minimizing the impact on the ground. 

 

7 Conclusions and Future Works 

This paper proposed a microgrid, which consisted of a PV system with BESS to re-

duce diesel consumption in the current electrical system of the municipality of Peder-

nales in the Dominican Republic. The results show that the proposed system is much 

more robust, reliable, and of higher energy quality than the current system, as demon-

strated by the simulations carried out in HOMER PRO, which shows that the project's 

implementation manages to reduce diesel consumption by up to 80%.  The Levelized 

Cost of energy analysis shows that a reduction in the price of electricity of USD 0,04 

is obtained compared to the current system. 
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Different scenarios in DIgSILENT where the operating variables that represented 

disturbance problems in the grid were evaluated. The most critical case being the 

output of the system at full load, showed that the proposed system has a better per-

formance to maintain the frequency. By implementing the proposed system, an annual 

reduction of 11,248 metric tons of CO2 can be obtained. In future work, the proposed 

system could be improved with the consideration of a wind system or even a solar-

thermal hybrid system to reduce the dependence on gas to use hot water. 
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Abstract. Smart microgrids are local electric grids integrating distribu-
ted generation (renewable or not) and consumers, energy storage, power
control and energy management. They are an emerging alternative for
the energy supply of a house, a building, a small village, or a wider re-
gion. Furthermore, they can be connected to the utility grid or operate in
stand-alone mode. This paper presents a smart microgrid implemented
in a small museum dedicated to the dissemination of science: the House
of Silk (Casa da Seda). The renewable generation sources are three pho-
tovoltaic systems and two pico-hydro systems – a low-head propeller
turbine and a water wheel. The energy storage system is implemented
with a battery bank. The power control and energy management consists
of the SMA Flexible Storage System based on three Sunny Island invert-
ers and the Sunny Home Manager. The microgrid is in full operation and
feeds the House of Silk loads. It can operate in both grid-connected and
islanded modes. This paper also presents innovative approaches, based
on photovoltaic inverters, to connect small-scale hydro turbines to the
(micro)grid.

Keywords: Microgrids · Pico-hydro Systems · Photovoltaic.

1 Introduction

Global societal challenges, such as climate change, combined with the recent eco-
nomic and health crises, create the opportunity to accelerate the paradigm shift
towards a more sustainable world. To pursue this goal, according to IRENA’s
report [1], by 2050, the energy-related CO2 emissions would have to reduce 70%,
compared to nowadays levels. Fortunately, the continued growth of renewables is
encouraging, with an increase of over 40% in primary energy growth in 2019 [2].
Under this scenario, a 60% reduction of CO2 can be achieved with a large-scale
shift to electricity from renewable sources. It can be even higher, 75%, if re-
newables for heating and transport are considered. Moreover, renewable sources
could supply 86% of power demand [1]. Photovoltaic (PV) and hydropower are
important distributed renewable sources. Grid-connected small-scale PV sys-
tems are widely spread. However, small-scale hydropower generation from small
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reservoirs or small heads (without requiring massive dams) are very promising
[3]. In particular, very small-scale hydropower (pico-hydro) has an enormous
untapped potential [4]. Pico-hydro is the classification for power plants under
5 kW [5]. They are an emerging renewable power source available from flowing
water in small rivers, canals and streams, or even in water supply systems [6–8].
Recently, innovative strategies have been developed to connect these systems to
the grid [4, 9, 10]. Distributed generation (DG) from renewables, combined with
energy storage, are becoming a promising solution to produce on-site highly re-
liable and good quality electrical power [11] with environmental, technical, and
economic advantages for consumers and utility grid. Furthermore, the integra-
tion of DG, such as PV and pico-hydro, into microgrids is an emerging solution
either for electrification of remote regions or making buildings more sustain-
able [12]. In general terms, microgrids are local electric grids integrating DG
(renewable or not) and dispersed loads, energy storage systems, power control
and energy management, which may operate in both grid-connected or islanded
modes [11]. They are an emerging alternative to supply a wide region, a small
village, a building or even a house. Energy sustainable buildings are being under
continued development and, according to Bernard Looney [2], “the technologies
required to reach net zero exist today – the challenge is to use them at pace and
scale, and I remain optimistic that we can make this happen”. The SilkHouse
project – Development of a smart microgrid based on renewable energy sources
and a monitoring system for the House of Silk – was developed under this spirit.
It was funded by FCT - Portuguese Foundation of Science and Technology, the
Municipality of Bragança, and the Polytechnic Institute of Bragança, Portugal.
Nowadays, the House of Silk (Casa da Seda) is a small museum dedicated to
the science dissemination. This museum was restored in 2006 and maintained
the original constructive characteristics, including all infrastructures of a for-
mer mill (two galleries and a water channel between them). The description and
implementation of the Silk House microgrid was firstly presented in [12]. This
paper presents the full development of the project and its contribution for the
“state of the art” is twofold. First, it describes a real and complete case study
of a smart house of future smart cities, with a microgrid integrating PV and
pico-hydro systems, energy storage system, energy management and monitor-
ing system. Second, it presents innovative strategies to connect two pico-hydro
systems to the microgrid – a water wheel and a low-head propeller turbine.

2 Description of the Silk House museum microgrid

2.1 Context of the project

The House of Silk (Casa da Seda) is a small museum in the heart of the city
of Bragança, Portugal. It is an interactive space that belongs to the Bragança
Ciência Viva (Live Science) Centre (CCVB), which is part of the European
Network of Science Centres and Museums (www.ecsite.eu). This is aimed to
inspire and empower science centres, museums and other organisations to engage
people with science. CCVB also belongs to the Portuguese Network of Science
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Fig. 1. The House of Silk museum.

Centres of Ciência Viva (www.cienciaviva.pt). Its mission is to promote scientific
and technological education for the Portuguese society, with special emphasis on
the younger generation. The House of Silk is located on the left bank of the
Fervença River, as shown in Fig. 1. In the 18th Century, people used that place
to dyed silks. During the 19th and 20th centuries, it functioned as a mill. The
Municipality bought this former Mill in 1990 and recovered it in 2006. Nowadays,
the House of Silk is an interactive museum that offers a course on the history
of silk. It gives an overview of the various stages of silk production and tells the
story of silk based on people’s interaction. This is a space of experimentation
and playful learning, encouraging the discovery of the stories of silk. It is also a
place for exhibitions, lectures and courses about several themes.

2.2 On-site renewable energy sources

By analysing the place where the House of Silk is located, two endogenous re-
sources emerged immediately: hydro and photovoltaic.

Hydro. The reconstruction of the House of Silk by the Municipality, in 2006,
conserved the historical architecture of the building as well as the former mill
infrastructures: two galleries and the water channel between them, as shown in
Fig. 2. By the same time, the riverside area upstream of the Silk House was
re-qualified. In order to create ”water mirrors”, they built several small dams.
The downstream dam of all is next to the House of Silk, as can be seen in Fig. 1.
Figure 3 presents an overview of the Silk House framework. As can be seen, the
dam is less than 10 m from the entrance of the upper gallery.

From a land surveying carried out, the maximum head from the dam water
level to pavement of lower gallery is 4 m. This gallery, in the lower level of the
museum, is the place where there was a former mill. To conserve this historic her-
itage, an horizontal water wheel was planned. From the top of the lower gallery
to the river level is about 6 m (under normal water flow conditions). Taking
advantage of this head, and to make better use of the available infrastructures
it was planned to install a low-head propeller turbine [13]. Figure 4 shows some
details of hydro implementation in the lower gallery.
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Fig. 2. Former mill infrastructures: two galleries and the water channel between them.

Fig. 3. Illustration of the hydro on-site implementation.

The water wheel was designed specifically for the site, considering a maximum
water flow of 30 l/s and a head of approximately 3.8 m (disregarding the height
of the jets in relation to the pavement). It was designed with 4 jets, 20 buckets
and an external diameter of 1.2 m (85 cm between the outlets of each pair of
jets). Initial tests were carried out in the laboratory emulating the installation
in the House of Silk. Several jet diameters were used to optimize the water wheel
speed and, therefore, the output power.

Figure 5 illustrates the scheme for capturing water from the dam to the
lower gallery, passing through the channel between both galleries. Considering
this figure, the water flow can be estimated from the Bernoulli equation [14] as
follows:

p1 + ρ× g × h1 +
1

2
× ρ× v21 = p2 + ρ× g × h2 +

1

2
× ρ× v22 (1)
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Fig. 4. Illustration of the hydro implementation in the lower gallery.

where p1 and p2 are the pressure at points 1 and 2, respectively, ρ is the water
density (=1000 kg/m3) and g is the gravitational acceleration.

Since p1 = p2 = the atmospheric pressure and the water velocity in the dam
(v1) is zero, it gives:

g × (h1 − h2) =
1

2
× v22 (2)

As v2 is the waterjet velocity and h1 − h2 is the head, results:

vwjet =
√

2 × g × head (3)

It gives a waterjet velocity of 8.63 m/s. Thus, the water flow (l/s) is calculated
multiplying this speed by the jet hose exit area A (m2):

Qjet = vwjet ×A = vwjet ×
π

4
×D2

jet (4)

Djet is the jet hose exit diameter (m), which is 2.5 cm. This gives a total water
flow of Q = 4 × Qjet = 17 l/s. The power available from a hydro system is
obtained as follows [15]:

P = η × ρ× g ×Q×H (5)

In the above equation, P is the generated mechanical power at the turbine shaft
(W), η is the turbine hydraulic efficiency, Q is the water flow in the turbine (l/s),
and H is the gross head (m) of water available on site.

The hydropower systems are usually classified according to their powers. In
[15] they are classified as pico-hydro plants for a power range up to 10 kW and as
micro-hydro for the range 10-500 kW. In [5, 16], these power ranges are 0-5 kW
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Fig. 5. Scheme for capturing water from the dam to the lower gallery.

and 5-100 kW, respectively. The hydraulic efficiency of the best turbines is in
the range of 80% to over 90% but it reduces with size. For micro-hydro systems
it is in the range of 60% to 80% [15]. For pico-hydro systems, the efficiency
is expected to be lower. For the low-head propeller turbine selected for this
project an efficiency of 50% is expected [13]. The efficiency of an horizontal
water wheel is even lower. Indeed, for a well-optimized wheel, the efficiency
should not exceed 50% and values in the range of 20-30% can be expected [17].
Assuming an efficiency of 25% and from equation (5), the power generated by
the horizontal water will be about 158.3 W.

To increase the hydro potential, taking advantage of a useful quota of 5
m from the gallery to the river, a low-head propeller turbine was planned as
illustrated in Fig. 4. This turbine is designed for a head of 5 m and a water flow
of 56 l/s [13]. However, the head varies slightly throughout the year depending
on the amount of water flowing in the river. As a result, the water level in the
discharge basin varies.

Considering the analysis above and from (5), assuming an efficiency of 50%
[13], the power generated by the turbine will be 1.4 kW. Due to the physical con-
ditions of the place, the draft tube could not be vertical. Thus, it was necessary
to create a curve and, furthermore, the tube was a little longer, but with larger
diameter. Therefore, according to [13], losses of around 15-25% were expected
for a 90o curve, which is not the case in the House of Silk, as can be seen in
Fig. 4. However, assuming additional losses of 10%, the expected power will be
about 1260 W.

Unfortunately, either through knowledge of the site or previous studies [18],
the period of operation of these hydro systems will not exceed 7-8 months due
to the reduced flow in the summer months. In any case, this is an interesting
renewable energy source because, in the months when there is water, it pro-
duces energy 24 hours a day. The lack of hydro energy in the summer period is
complemented by solar irradiance as described in the next section.

Photovoltaic. Another endogenous resource is the solar photovoltaic. Accord-
ing to solar radiation database PVGIS-SARAH (year 2016) [19], the monthly
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Fig. 6. Monthly solar irradiation estimates, slope 12 degrees, latitude 41.804, longitude
-6.756, solar radiation database PVGIS-SARAH (year 2016) [19].

solar irradiation estimates for the Silk House (roof slope of 12 degrees, latitude
41.804 and longitude -6.756) is maximum in summer, as shown in Fig. 6, when
hydro energy is rarely available. The House of Silk roof is illustrated in Fig. 7.
It has three suitable areas, by only considering the orientation. However, the
leftmost area is shaded during the first hours in the morning. Thus, two suitable
areas are available: One South oriented and the other Southwest oriented. Both
have a slope of approximately 12 degrees. According to [19], for the House of
Silk conditions, the expected annual photovoltaic yield is approximately 1343
kWh/kWp, per year. These data were obtained for crystalline silicon, slope of
12 degrees, azimuth 0 degrees and system losses of 14%. According to real data
from PV systems installed 2 km away, also close to the river, energy production
is 1466.9 kWh/kWp, per year. In this case the slope is 35o and the modules were
installed in 2010. For new PV modules with higher efficiency, but not with the
optimum slope, it will be used 1500 kWh/kWp per year.

3 Design of the microgrid

A preliminary design of a smart microgrid based on renewable energy sources
and a monitoring system for the House of Silk was described in [20]. The im-
plementation of the microgrid is described in [12] with preliminary results, but
without the integration of the pico-hydro systems. The implementation of the
microgrid is now finished with the integration of two pico-hydro turbines. This
section summarizes the complete design of the implemented microgrid, which it
is now in full operation.

As previously mentioned, a microgrid is a local electric grid integrating dis-
tributed generation and consumption, power control and energy storage and
management, which may operate in both grid-connected or islanded modes [11].
They can supply a wide region, a small village, a building or even a house. Next,
these items are described for the Silk House museum microgrid.
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Fig. 7. The Silk House roof with two suitable areas (South and Southwest oriented
and slope of 12 degrees).

3.1 The energy consumption and project goal

Initially, the electricity bills of the building, for three years, were analysed (2014-
2016). The energy demand results from the following loads: heating, ventilation
and air conditioning system; some electrical heaters in offices; computers and
monitors; multimedia projectors; a stereo system and lighting. The building is
powered by a three-phase electrical system (400 V, 50 Hz) with a contracted
power of 13.8 kW and its energy profile was initially characterised in [20].

The museum’s opening hours are from 10 a.m. to 6 p.m. from Tuesday to
Fridays and 11 a.m. to 7 p.m. on Saturdays and Sundays. It is closed on Mondays.
Sometimes, especially on Fridays, there are activities that last until midnight.
The average daily consumption is 45 kWh in normal working days, and the
annual average is about 16000 kWh [20].

The implementation of the Silk House microgrid was funded by the Founda-
tion for Science and Technology of Portugal under the SilkHouse Project. The
goal was to transform the House of Silk in a self-sustainable building. In this way,
this small museum should contribute to the dissemination of renewable sources
and new technologies for future buildings in smart cities [12]. The main goal
of this project was to promote the self-sustainability of the museum, in annual
average terms. The first task was to analyse the energy consumption and usage
profile of the building. The underlying idea was that, annually, the production
of electricity should be equal to the consumption to transform the Silk House in
a net zero energy museum.
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3.2 Energy savings and generation

In order to reduce the energy consumption, an annual reduction of around 1900
kWh/year was expected (12.3%), through the promotion of new organizational
behaviours and the replacement of loads, namely halogen lamps [20]. The re-
maining energy demand would be generated by the local endogenous resources
(hydro and PV), as described next.

The hydro energy generation was estimated by considering the equivalent of
7 months of operation and a total generation power of approximately 1.4 kW
(158 W plus 1260 W, respectively from the water wheel and propeller turbine).
Therefore, the annual hydro generation is 1.4 × 24 × 365 × 7/12 = 7200 kWh.
Thus, the required annual PV energy would be 16271 − (1900 + 7200) = 7171
kWh. Table 1 resumes the Silk House energy consumption, expected energy
savings by improving energy efficiency, and required energy generation (hydro
plus PV) for a net zero energy building. Let us consider the expected annual
PV generation of 1500 kWh/kWp/year, as explained before, and the annual
required PV generation of 7171 kWh/year. Thus, the required PV power is
7171/1500 = 4.8 kWp.

The implemented PV system consists of 18 PV modules divided by three
strings of 6 modules. One string is oriented South and two are oriented South-
west. The selected modules are from Panasonic, model VBHN325SJ47, series
HIT, with 325 Wp and 19.7% efficiency. So, the maximum power of the system
is 5.85 kWp and the expected annual PV yield is about 1500 kWh/Wp × 5.85
kWp = 8775 kWh. The three PV strings are connected to each phase of the
Silk House electrical system, using three SMA Sunny Boy 1.5-1 VL 40 (SB) PV
inverters [12]. This configuration is important because the slightly different roof
orientations. Fortunately, it allows to distribute the energy over the three phases
and to extend, a little more, the generation throughout the day [12].

There is not a specific technology for connecting very small-scale (pico-) hy-
dro turbines to the grid. The strategy developed in this project will be presented
later.

Table 1. Energy consumption, savings in energy efficiency and generation for a net
zero energy building.

Annual demand (kWh) Annual savings and generation (kWh)
2014 2015 2016 Average Savings Hydro Required PV
18102 14008 16703 16271 1900 7200 7171

3.3 Energy storage

In addition to the analysis of the energy invoices, the energy consumption of the
building was also monitored using the PEL 103 energy analyzer. Monitoring took
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Fig. 8. Average power of loads per day of the week (during February and March 2017).

place over 7 weeks, specifically from February 6 to April 2, 2017. Fig. 8 shows
the loads’ diagram with the average power of each day of the week, during the
monitoring period. In this graph, the expected hydro generation and a simplified
average load diagram were overlapped with dashed lines, with dark green and
the red colors, respectively.

From Fig. 8 it appears that, on average, during the hours when the museum
is closed (16 hours), the excess power is approximately 0.7 kW = 1.4 kW (hydro
generation) minus 0.7 kW (the average load power). This is equivalent to an
average power generation of 0.7 kW. This gives 0.7 kW × 16 h = 11.2 kWh ≈
11.2 kVAh. This energy must be stored in the battery bank. Thus, the capacity
can be estimated dividing this energy by the battery voltage, which is 48 V,
as will be described later. This gives a battery capacity of 233 Ah. In general,
the number of battery charging cycles reduces exponentially with increasing
discharge depth [21]. Considering a depth of discharge (DOD) of 50%, at least
a 400 Ah battery bank is required.

In the summer months there is no hydro generation but the photovoltaic
generation will be maximum. Figure 9 overlaps the average daily power demand
of the building and the PV power generation for a clean day. Both were obtained
from real data. The PV curve was obtained by multiplying the known data of
the 15 kW (ac) PV system, mentioned above, by the factor 4.5/15. In this ratio,
4.5 is the (ac) PV power of the Silk House PV system.

From Fig. 9 it is possible to estimate the excess energy produced by the
photovoltaic system that must be stored. This energy can be estimated by the
area of the triangle shown in the figure. Thus, it gives approximately (2.75 h ×
3 kW)/2=4.125 kWh. Dividing this value by the voltage of the battery bank it
gives about 86 Ah. This would require a capacity of about 180 Ah for a 50%
DOD. Thus, the capacity required for the batteries is determined by the hydro
generation. Even if the consumption is considerably lower, as on days when
heaters or air conditioning is not necessary, the capacity of 400 Ah seems to
be high enough. Furthermore, the PV generation curve will shift slightly to the
right due to the layout of the PV modules. Luckily, the PV strings orientations
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Fig. 9. Daily average power of loads in the building and estimated PV power.

make possible to improve the distribution of PV generation throughout the day,
adjusting it to the opening hours of the museum (from 10 a.m. to 6 p.m. or from
11 a.m. to 7 p.m.) [12].

The implemented 48 V battery bank consists of twenty four VRLA 2 V bat-
tery’s blocks, Sonnenschein’s A602/625 Solar, C10=455 Ah. These gel technology
blocks can have more than 3000 cycles at 60% DOD C10 [21].

4 Grid connection of the pico-hydro system

The connection of conventional hydro systems to the utility grid is made by
making the generator run at constant speed. This speed must be as close as
possible to the nominal speed of the generator. In these cases, speed regulation
requires complex mechanical devices [22].

In recent years, there has been a growing interest in the development of pico-
hydro systems [23–30], including water wheels [14, 17, 31–35]. New approaches
have also been investigated for grid connection of pico-hydro systems [4, 36].
Recently, under the context of the Silk House project, a grid connection approach
was investigated for very small-scale pico-hydro systems using PV microinverters
[9, 10]. Unlike conventional systems, the new approaches allow systems to be
operated at variable speed. The solution consists of conveniently integrating a
low speed permanent magnet synchronous generator, used in wind systems, with
PV inverters. Both are widely available on the market and competitively priced.
However, the solution is not straightforward and may require a protection circuit
[4, 10]. This was the strategy developed, within the scope of the House of Silk
project, to connect the low-head turbine and the water wheel to the microgrid
as described next.

Grid-connection of the water wheel. The solution to connect the water
wheel to the grid was found after an extensive research, using different wind
generators and PV microinverters [9, 10, 14]. However, the details that led to
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the implemented scheme are outside the scope of this paper. Basically, the
solution consists of the integration of the water wheel with the wind genera-
tor TGET280-I-0.2KW-150R, a 18:40 pulley system for speed multiplication, a
three-phase rectifying bridge and the Solis-mini-700-4G PV inverter. The most
relevant technical characteristics, regarding their connection, are on Table 2 and
Table 3, respectively.

Table 2. Technical characteristics of the water wheel generator.

Technical characteristics PMSG TGET280

Rated power 200 W
Rated speed 150 rpm

Rated voltage 24 VAC

Rated line current 4.81 A
Efficiency > 85 %

Stator Three-phase
Rotor PM inner rotor
Axis Vertical

Table 3. Technical characteristics of Solis-mini-700 and Solax X1-1.5 PV inverters.

Technical characteristics Solis 700 Solax X1-1.5

Maximum DC input power (W) 900 1650
Maximum DC input voltage (V) 450 400

MPPT voltage range (V) 50-400 70-380
Maximum input current (A) 10 10
Rated AC output power (W) 700 1500

Initially, two tests were performed with the generator connected to the water
wheel. The first with no load and the second with a variable power resistor.
With the 4 jets open, the open circuit voltage was 112 VDC and the speed
40/18 × 122 = 271.1 rpm (104 VDC and the speed 40/18 × 114 = 253.3 rpm,
respectively, if only two jects are open).

The results of the test with variable load are shown in Fig. 10. Each point
of the power curve was obtained by the average of three measurements. From
the analysis of the curve, it should be noted that, unlike PV modules, the power
curve is quite flat around the maximum power point. This fact makes the search
for the maximum power point in a wide voltage range. By analyzing the graph,
it is possible to verify that, for a power variation of less than 2%, it is expected
that the voltage may vary in a range of approximately 45 to 62V.
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Fig. 10. P-V curve of the water wheel with variable power resistor.

A more detailed analysis is outside the scope of this paper. However, when
using a PV microinverter, to connect the generator to the grid, it would be
necessary to reduce the speed transmission ratio in order to obtain a lower
voltage. Furthermore, the voltage range, around the maximum power point,
would cover almost the entire MPP range of the PV microinverter. Thus, the
PV inverter Solis-mini-700-4G was chosen, whose MPP voltage lower limit is 50
V. Therefore, it is expected that the voltage of the inverter can oscillate around
this value. Moreover, the maximum input voltage of this inverter is 450 V, which
is well above the open circuit voltage of the generator. Thus, no over-voltage
protection circuit is necessary.

Grid connection of the low-head propeller turbine. Important informa-
tion was previously available about the LH propeller turbine [13]. Anyway, the
grid connection of the turbine was previously studied in laboratory [4, 36]. Many
tests were done with several PV inverters for grid connection. The operating
point of the turbine was previously well characterized. The only doubt was the
losses associated with the curve and the longer length of the draft tube. In order
to obtain the maximum power curve available on site, tests were carried out
with the turbine already installed in the Silk House’s gallery. The tests were
carried out with the generator 60R110-4S-3P-S-HP [13], connected to a variable
resistance and with the maximum available head (5 meters). The results are
shown in Fig. 11. The current and voltage values correspond to the average of
five measurements. From the analysis of the figure, as verified with the water
wheel, the power curve is quite flat around the maximum power point, and with
some oscillation. Also here, this makes the search for the maximum power point
in a wide voltage range. By analyzing the graph of Fig. 11, it is possible to verify
that, for a power variation of less than 4%, the voltage can vary, approximately,
in the range of 125 to 190V.
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Fig. 11. P-V curve of the LH turbine with variable power resistor.

For the connection of the LH400 turbine to the microgrid, the PV inverter
Solax X1-1.5 was used, which technical characteristics are shown in Table 3. Its
MPPT voltage range is 70 to 380 V, which means it covers the operating voltage
range of the LH400 turbine generator shown in Fig. 11. The open circuit average
voltage is 390 V. As this value is very close to the maximum DC input voltage
of the PV inverter (400V), an over-voltage protection circuit was used, which
limits the voltage to 350 V. This prevents the PV inverter from being damaged,
in case it goes out of operation. It can happen, for example, when the utility grid
fails, until the microgrid starts operating in islanded mode. This transition takes
only 5 to 7 seconds, but the PV inverter, typically, takes more than a minute to
reconnect to the microgrid.

5 Description of the implemented microgrid

A general diagram of the microgrid implemented in the House of Silk is presented
in Fig. 12. Figure 13 shows some photos of the galleries taken from the upper
floors of the House of Silk. The photos on the left and center show the lower
gallery, where pico-hydro turbines are installed. On the right is the upper gallery
where the microgrid is installed. Both windows on the floors existed before the
project was started.

The microgrid was designed for these spaces and the original three-phase
electrical system (400V, 50Hz) with a contracted power of 13.8 kW. It is based
on the SMA Flexible Storage System with battery-backup and increased of self-
consumption [37, 38].

General description. It is a smart microgrid connected to the utility grid and
integrates PV and pico-hydro generation, energy storage with a battery bank,
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energy consumption of electric loads, power control, energy management and
monitoring. It is based on three Sunny Island 4.4M battery inverters in a master-
slave configuration to establish a three-phase system. PV generation consists of
three PV strings connected to different phases using three Sunny Boy 1.5 PV
inverters, which are compatible with the power control by frequency required for
limiting of their active power [12]. Each PV string consists of six VBHN325SJ47
PV modules from Panasonic. Hydro generation is based on an horizontal water
wheel designed on demand and one LH400 low-head turbine from PowerSpout,
as described before. These two pico-hydro turbines were connected to the mi-
crogrid using the PV inverters Solis-mini-7 and Solax X1-1, respectively. The
later requires an over-voltage protection circuit [4, 36]. It was used the power
clamp and air resistor AC4-350/400 from PowerSpout. The energy storage sys-
tem consists of twenty-four VRLA 2 V Sonnenschein Solar A602/625 blocks and
a battery fuse box for protection. Control and monitoring is based on the Sunny
Home Manager 2.0 and Sunny Portal. An automatic transfer switch, as shown
in Fig. 12, is required to disconnect the utility grid and the microgrid operates
in off-grid mode.

As for operation, the microgrid is the utility grid whenever it is available.
In case of utility grid failure, the microgrid is formed by the three Sunny Is-
land connected in a master-slave configuration. The automatic transfer switch
disconnects the utility grid in case of grid failure. Then, in 5 to 7 seconds the
microgrid stars the operation in islanded mode. Now, generated energy - PV
and hydro - is injected into the microgrid. If the generation is higher than the
consumption, the excess of energy is stored in the battery bank. If the generation
is less than the consumption the batteries provide the necessary energy. When
the state of charge of the batteries is less than a pre-defined value, the microgrid
goes into standby mode. When the utility grid is available again, and connection
requirements are accomplished, the utility grid is reconnected.

Sunny Island inverters use the battery bank to control the power flow and
improve self-consumption [12, 40]. The active power generated by the PV invert-
ers is limited by frequency control [37]. There is no power limitation in the case
of inverters connected to the pico-hydro turbines.

Energy management and monitoring. The operation of the microgrid can
be monitored remotely, by analysing several data and graphs obtained through
Sunny Portal. Errors, alerts and operation reports are also available. The moni-
toring includes several features such as: system overview; current state; prognosis
and recommendations; energetic balance; system diary; daily and monthly sys-
tem reports; overview of each device. The system overview also includes many
information: current PV power, consumption, battery and system status, and
generated PV energy, among other information.

The power control and energy management is carried on by Sunny Island
battery inverters and Sunny Home Manager (SHM). The SHM is a central en-
ergy manager for self-consumption systems with PV generation [39]. It gives an
overview of all relevant power flows in the House of Silk and optimizes the gener-

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 655

ISBN 978-9930-541-79-1



16 Vicente Leite

Fig. 12. Illustration of the microgrid implemented in the House of Silk.

ation self-consumption. SHM has an integrated measuring device and measures
the energy flow at the grid-connection point. It measures the PV generation
power, purchased electricity and grid feed-in. The PV generation data is given
directly by the three connected PV inverters. If the PV generation power is
higher than loads’ power, SHM uses this excess of active power to charge the
battery bank. But if, even so, the PV power is excessive, it performs the dynamic
limiting of the active power feed-in. This enables the microgrid to limit he active
power fed into the utility grid to a fixed limit or a percentage of the installed
PV power. SHM monitors the active power injected into the utility grid. If the
active power feed-in exceeds the prescribed limit, it limits the PV generation of
the inverters accordingly [38]. This is possible with PV inverters from SMA as it
happens with the PV generation in the House of Silk. However, the hydro gener-
ation systems - the LH turbine and water wheel - are connected to the microgrid
through PV inverters from other manufacturers. In these hybrid systems, with
SMA inverters and inverters from other manufacturers, the generation meter
should measure the joint power of all inverters taken together. Thus, monitoring
of the PV system and the dynamic limitation of the active power fed into the
utility grid would not be possible with inverters from other manufacturers [39].
On the other hand, two of the five inverters in the House of Silk, are connected
to the pico-hydro turbines, not to PV strings. Therefore, limiting of their active
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Fig. 13. House of Silk galleries seen from the upper floors.

power is not like in PV generation, since the energy excess must be dissipated
anyway. By this reason, the three PV string inverters are directly connected
to the three phases and dynamic limiting of the active power is possible. After
limiting the PV power to zero, excess power from the two hydro (PV) inverters
is preferably used to charge the batteries. If the power is still excessive, it is
injected into the utility grid, but for free.

6 Results and discussion

The smart microgrid with PV generation is in operation since July 31, 2019
[12]. The low-head propeller turbine started its normal operation on February
14, 2020 and was operating continuously until on March 23 when it was stopped
because the House of Silk museum was temporarily closed due to the COVID-
19 pandemic. The water wheel was finished later, on July 7, 2020. Several tests
have already been carried out but normal operation (24 hours a day) will only be
possible from autumn, when the river starts to have water enough. The turbine,
which needs a higher water flow, will also start working again at that time.

The results of the LH turbine connected to the microgrid with Solax X1-1.5
PV inverter and the over-voltage protection circuit are shown in Fig. 14. The
current and voltage values correspond to the average of five measurements. The
test was carried out on August 21, 2020. Initially, the over-voltage protection cir-
cuit limited the DC voltage, before the PV inverter started to inject energy into
the grid. The time elapsed between consecutive measurements was not constant.

The operation of the turbine was monitored for about one hour after starting
until achieve the MPP. As it was expectable, around this value, the power curve
is quite flat. Thus, it can be seen that, for a power variation of less than 4,2%,
the voltage vary from about 137 V to 189 V and current from 6 to 8.6 A. By
observing in loco the operation of the turbine, it was possible to verify that the
operating point oscillates in the range of 150-160 V.

The observation of the water wheel operation, when connected to the micro-
grid through the Solis700 PV inverter, gave similar results, as shown in Fig. 15.
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Fig. 14. P-V curve of LH turbine connected to the microgrid with Solax X1-1.5 PV
inverter and the over-voltage protection circuit.

This test was carried out on September 7, 2020. In this case, the power varies
between 147 W and 156 W. The average value is about 153 W. The generator’s
DC voltage fluctuated between about 55 V and 65 V. It is worth noting that
this variation is within the MPPT range of the PV inverter, which is 50-400 V,
according to Table 3.

Monitoring the hydro generation is not straightforward because the inverters
are not from SMA company and do not have power control by frequency. Even
if they did, it would not be so advantageous because the turbines would have
to dissipate the power generated, in order to avoid operating under no load.
Anyway, indirect monitoring of the hydro generation is possible using the energy
balance given by the Sunny Home Manager 2.0 and Sunny Portal. Figure 16
shows the energy balance of March 23, 2020, when the LH turbine was stopped
and Fig. 17 shows the energy balance of September 7, when tests were carried out
with the water wheel. By analyzing both diagrams, the influence of the power
generated by the turbines can be verified. When the LH turbine was stopped, on
March 23 (Fig. 16), the House of Silk was already temporarily closed. Therefore,
the battery bank was fully charged and the excess energy was being injected
into the utility grid. After stopping the turbine, the loads started to be supplied
with energy from batteries and PV generation, as can be seen in Fig. 16. At that
time, there was no energy consumption from the utility grid.

September 7 was a Monday. The day was chosen because the museum closes
on Mondays and in the early afternoon the batteries were already charged. Thus,
from Fig. 17, it is possible to monitor the generation of the water wheel in the
portal, despite the low power generated. By this time of the year, the LH turbine
cannot operate for more than 1 to 2 hours, otherwise, the water level in the small
dam would drop too much.
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Fig. 15. P-V curve of water wheel connected to the microgrid with Solis700 PV in-
verter.

Table 4 shows the total and specific yield for a full year of PV generation.
PV yield is far from the expected 1500 kWh/kWp for two reasons. First, the
museum is awaiting for the authorization of energy injection into the utility grid.
Because of this, energy injection into the utility grid is being limited to zero. In
any case, if it is excessive, it is inevitably injected into the utility grid. Second,
the museum was closed from March 16 to April 7 due to the pandemic. Thus,
the PV generation was automatically limited. Moreover, it was even canceled,
during the period of operation of the turbine, as can be seen in Fig. 16, during
the day of March 23.

Table 4. Total and specific yield for a full year of PV generation.

2019 2020 Total
Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug first year

504.4 446.0 266.1 188.7 238.0 363.1 223.8 406.6 297.2 542.8 612.8 659.0 4748 kWh

86.2 76.2 45.5 32.3 40.7 62.1 38.3 69.5 50.8 92.8 104.8 112.6 812 kWh/Wp

Table 5 shows the energy balance since the microgrid first commissioning
on July 31, 2019, until September 9, 2020. From the analysis of Table 5, the
autonomy rate is 52% and the direct consumption quota is 72%. These values
will improve significantly with hydro generation, during the winter months, and
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Fig. 16. Energy balance of March 23, 2020, when the LH turbine was stopped.

with the injection of energy into the utility grid. This is going to happen after
the authorization of energy injection into the utility grid, even for free.

According to Table 1, the annual consumption (2014-2016) was 16271 kWh.
During last year, from September 2019 to August 2020, the energy consumption
from the utility grid was 4939 kWh. This means that utility grid consumption
has dropped more than 2/3. During the winter months, hydro generation is
expected to give an important contribution to reduce the consumption from the
utility grid. After the authorization of energy injection into the utility grid, the
House of Silk will be a sustainable museum in terms of electricity balance.

Table 5. Full energy balance (kWh), from July 31, 2019, to September 9, 2020.

Consumption 10371.55 Generation 5477.17

From the utility grid 5036.37 Direct consumption 3952.17
Battery discharge 1426.63 Battery charge 2188.95

Direct consumption 3952.17 Injection into the utility grid 146.76
Autonomy rate 52% Direct consumption quota 72%
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Fig. 17. Energy balance of September 7 when tests were carried out with the water
wheel.

7 Conclusions

This paper presented a smart microgrid integrating two small-scale hydro sys-
tems: a low-head propeller turbine and an horizontal water wheel. It was im-
plemented in the House of Silk (Casa da Seda), a small museum dedicated to
science dissemination, integrated in the Bragança Ciência Viva Centre, located
in Bragança, Portugal. This work was carried out under the project SilkHouse,
funded by the Portuguese Foundation of Science and Technology. The project
was aimed to transform the Silk House in a self-sustainable museum, in annual
average terms, and contribute to the dissemination of renewable sources and new
technologies for future buildings in smart cities.

The microgrid is based on the SMA Flexible Storage System with battery-
backup with increased self-consumption. It is the museum’s power system and
integrates renewable generation and consumption (museum loads), energy stor-
age in a battery bank, power control and energy management. It is connected
to the utility grid and can operate in both grid-connected and islanded modes.
The power control and energy management are carried out by the SMA Sunny
Island battery inverters and Sunny Home Manager.

Power generation is achieved from two renewable sources available on site:
solar photovoltaic and hydro. Taking advantage of Fervença river and an existing
small dam, two pico-hydro turbines have been installed in a House of Silk gallery,
where there was a mill. The two pico-hydro turbines are based on the low-
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head propeller turbine LH400, from PowerSpout, and an horizontal water wheel
manufactured on demand.

The LH400 turbine generates a maximum DC power of 1200 W for a head of
5 m and about 55 l/s. It was connected to the microgrid using an over-voltage
protection circuit and the Solax 700 PV inverter.

The horizontal water wheel aims to recover the historical heritage of a former
mill. It was manufactured on demand and is connected to the microgrid using the
Solis 700 PV inverter with no need of over-voltage protection circuit. It operates
as a grid connected very small-scale hydro turbine generating a maximum DC
power of 160 W.

Further developments. According to the results obtained, when connecting
hydro generators to the utility grid using PV inverters, it is important to in-
vestigate their operation in constant voltage mode, thus canceling the MPPT
algorithm. After identifying the maximum power point and the corresponding
DC voltage, with the tests performed, the PV inverter can be parameterized
with this voltage value and starts to extract the maximum power, with constant
voltage. However, many photovoltaic inverters may not have this functionality.

It is important to carry on additional tests using other PV inverters, with
higher maximum input voltage, to connect the propeller turbine to the grid. The
objective is to avoid the need of the over-voltage protection circuit.

As initially planned, the Municipality of Bragança will make an intervention
in the galleries to improve the thermal and acoustic insulation.
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Batista, Ab́ılio Marcelo and Jorge Paulo for their technical support.

References

1. IRENA: Global Energy Transformation: A roadmap to 2050, 2019 edn., Interna-
tional Renewable Energy Agency, Abu Dhabi (2019).

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 662

ISBN 978-9930-541-79-1



Innovative Smart Microgrid Integrating Pico-hydro Systems 23

2. BP: Statistical Review of World Energy 2020. 69th edn., http://www.bp.com/
content/dam/bp/business-sites/en/global/corporate/pdfs/energy-economics/
statistical-review/bp-stats-review-2020-full-report.pdf. Last accessed 28 Jul 2020.

3. European Commission, https://ec.europa.eu/info/research-and-innovation/
research-area/energy-research-and-innovation/hydropower. Last accessed 28 Jul
2020.

4. Leite, V., Ferreira, A., Couto, J., Batista, J.: Compatibility analysis of gridcon-
nected pico-hydro systems using conventional photovoltaic inverters. In: 18th Euro-
pean Conference on Power Electronics and Applications (EPE), pp. 1–9, Karlsruhe,
Germany (2016).

5. Basar, M.F., Ahmad, A., Hasim, N. Sopian, K.: Introduction to the pico hydro
power and the status of implementation in Malaysia. In: IEEE Student Conference
on Research and Development, pp. 283–288 (2011).

6. Tecnoturbines: Tecnoturbines powering water, https://tecnoturbines.com/portfolio
/comunidad-de-regantes-de-casinos-espana. Last accessed 19 Aug 2020.

7. IEA: Small-scale hydro within a municipal water supply system. International En-
ergy Agency. https://sswm.info/node/4341. Last accessed 19 Aug 2020.

8. Yadav, G. and Chauhan, A.K.: Design and Development of Pico Micro Hydro Sys-
tem by Using House Hold Water Supply. International Journal of Research in En-
gineering and Technology, Vol. 3, Special Issue 10, pp. 114–119, Jun 2014.

9. Ribeiro, G., Silva, W., Leite, V., Ferreira, Â: Grid Connection Approach for Very
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Abstract. This work aims to study the impact of the incorporation of a hydrogen-
based storage system in grid-connected photovoltaic plants, located in a power-
grid with low penetration of renewable sources. Consequently, a methodology is 
proposed as base of a numerical tool in charge to determine: the photovoltaic 
power generation every minute of PV plant and the cost of energy generated on 
a marginal market, such as the Iberian electricity system, model the generation 
of hydrogen by electrolysis of water, model its efficient storage and subsequent 
conversion back into electricity; using a proton exchange membrane (PEM) hy-
drogen fuel cell. The methodology evaluates a strategy for optimizing the energy 
flows of a PV plant in order to maximize the revenues of the property. Concretely, 
the methodology proposes to accumulate energy through the storage of hydrogen 
when the electricity market price, to then generate electricity through the fuel cell 
and sell it to the grid when the market price is higher. Finally, the methodology 
has been tested for a hypothetical 1 MW PV plant, located on the island of Mal-
lorca, where less than 4 % of the installed generation power comes from renew-
able sources. 

Keywords: Hydrogen storage, Fuel cells, Renewable energy, Solar energy, 
Photovoltaic systems. 

1 Introduction 

The current world electricity demand is still mostly covered by the combustion of 
fossil fuels in conventional plants (coal plants, CHP, ...). In turn, conventional electric-
ity generation is one of the main sources of Greenhouse Gas (GHG) emissions world-
wide, with the consequent environmental impacts and health problems related with  
these emissions [1]. As agreed in the United Nations Convention on Climate Change, 
2015, held in Paris, this GHG emission should be reduced by 70% in 2050 compared 
to 2015. In order to tackle an energy transition of this magnitude, it will be necessary 
to develop a set of solutions ranging from power generation based on renewable sources 
(wind, photovoltaic, solar thermal ...), smart energy transport and storage. 
As part of a massive deployment of renewable energy, management of variability of 
solar and wind energy becomes a major issue, where the accumulation of energy is the 
key element, allowing displace generation in periods this is demanded, ie periods when 
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the market price of energy is higher. Among the various sources of renewable energy, 
photovoltaics is the one that has evolved over the last two decades  [2], until today 
become a real alternative to conventional energy sources. However, its generation is 
characterized by a non-dispatchable and variable energy supply in time, due to the in-
termittency of the solar resource. In this scenario, the production of hydrogen by elec-
trolysis and its accumulation can bring new capabilities to the PV plants, because the 
hydrogen can take different roles in the energy field, either as fuel for burning in com-
bination with natural gas [3] or energy storage element for subsequent conversion into 
electric power by a fuel cell [4]. 
 
The methodology proposed in this work analyzes the impact would entail the incorpo-
ration of a storage system based on hydrogen in grid-connected photovoltaic systems, 
located in electrical networks partially isolated and low penetration of renewable en-
ergy. Specifically, the methodology states that when there is excess generation in a PV 
park or the market price is very low, the electrolyzer uses this energy to produce hy-
drogen, and when the market price of energy is adequate, the stored energy as hydrogen 
it can be used in a fuel cell to generate electricity again. Consequently, the combination 
of PV generation with accumulation in a photovoltaic park would make production 
more flexible, thus enabling optimal plant management based on the electricity market 
and demand. Although the use of hydrogen as an energy vector shows great potential 
to solve the variability of some of the renewable energy sources, in turn, there are im-
portant barriers that, a priori, prevent the widespread use of this technology. Such as 
the need for transport and distribution infrastructures in its immeasures (gas pipelines) 
and the cost of hydrogen storage technologies. 
 
Finally, the proposed methodology is applied to analyze the operation of a 1MW pho-
tovoltaic plant located in Mallorca (Balearic Islands, Spain), where the energy produced 
by the photovoltaic plant can be injected into the electricity grid or released to the hy-
drogen plant depending on the market price of the electric power. 

2 Materials and Methods 

The proposed methodology focuses on analyzing the impact that the incorporation of a 
hydrogen-based storage system in photovoltaic plants connected to the grid would en-
tail. The methodology has been implemented as a numerical tool in MATLAB®. In turn, 
this tool consists of five submodules, Fig 1, that implement specific parts of the devel-
oped methodology and incorporates a Monte Carlo algorithm in its nucleus, which al-
lows a minute simulation minute generation PV, generation and accumulation H2 for a 
time series of ten or more repetitions of the reference year (2017); from which the me-
teorological data and the marginal hourly price of electricity will be taken. Each of the 
sub-modules is presented below: 
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Fig. 1. Architecture of the PV plant with H2 accumulation considered by the methodology 

2.1 A Subsection Sample 

In order to estimate the power output that can be generated in a PV park, it is indis-
pensable to have a tool that simulates, from the characteristics of the solar park and the 
meteorological conditions of the facility’s location, the energy generation at each given 
time interval during an evaluation period of at least one year. In the present work, the 
authors have developed a tool based on MATLAB® that is in charge of simulating the 
electrical generation, minute by minute, of a given PV park. 

 
In order to obtain accurate results, it is essential to have quality meteorological data 

of the location or a nearby meteorological station, in this case it is obtained from the 
Agencia Estatal de Meteorolgia (AEMET) [5]. It is necessary to have the hourly global 
solar irradiance (DGI), the hourly diffuse solar irradiance (DHI) and the hourly direct 
normal irradiance (DNI), and also the ambient temperature from the reference year. 
This hourly radiation data is then converted to minute radiation, interpolating the miss-
ing values and using a random number generator based on the beta distribution, that 
simulates the presence of clouds along the day. Then the interpolated values are nor-
malized to the hourly radiation detected by the AEMET sensors. The minute tempera-
ture values are also interpolated from hourly data and multiplied by a Gaussian based 
random number in order to simulate the fluctuations of the ambient temperature and 
then, obtain a minute temperature profile. 

 
It is also fundamental to know the exact position of the sun along the year in order 

to calculate the amount of radiation that is reaching the oriented surface of the different 
photovoltaic modules that conform the PV installation. This is being calculated using 
the algorithm of the Plataforma Solar de Almeria (PSA) [6]. This algorithm calculates 
the different sun angles (azimuth, declination, zenith angle and elevation) from the lo-
cation and the date, in UTC, with high precision and huge computational efficiency. 

 
The amount of irradiation (global and diffuse) reaching each panel depends on the 

slope and the azimuth of the panels and the sun coordinates. The direct irradiance over 
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the panel (ID) is calculated from the cosines of the panel normal angle respect the sur-
face and the sun position, using the following equations: 

  
cos 𝛾 = 𝐴 + 𝐵 + 𝐶 + 𝐷 + 𝐸 

𝐴 = sin δ · sin 𝜓 · cos 𝛽 
𝐵 = −sin δ · cos 𝜓 · sin 𝛽 · cos 𝛼 
𝐶 = cos δ · cos 𝜓 · cos 𝛽 · cos ℎ 

𝐷 = cos δ · sin 𝜓 · sin 𝛽 · cos 𝛼 · cos ℎ 
𝐸 = cos δ · sin 𝛽 · sin 𝛼 · sin ℎ                                      (1) 

 
Where α is the panel azimuth, β is the panel slope, δ is the solar declination, ψ is the 

latitude and h is the solar angle. Then, the direct radiation reaching the panel surface is 
obtained by: 

  
𝐼𝐷 = 𝐷𝑁𝐼 · cos 𝛾                                              (2) 

 
The total sky diffuse irradiance received by a surface tilted from the horizontal (IDif) 

is calculated using the Perez model [7] that is based on the representation of the sky 
dome as anisotropic background superimposing a circumsolar and horizon effects.  

  

𝐼𝐷𝑖𝑓 = 𝐷𝐻𝐼 · [(1 − 𝐹1) ·
( )

+ 𝐹1 · + 𝐹2 sin 𝛽                    (3) 

 
Where F1 and F2 are coefficients expressing the degree of circumsolar and horizon-

tal anisotropy respectively. The terms “a” and “b” are defined as: 
  

𝑎 = max (0, cos 𝛾) 
b = max(0.087, 𝑐𝑜𝑠 𝑍)                                           (4) 

 
The brightening coefficients F1 and F2 are modelled with a set of coefficients vali-

dated by data from different places on the world, the sun elevation and the air optical 
mass. This set of coefficients stored in a text file (*.csv), are read by the software and 
the following formula is applied: 

 𝐹1 = 𝐹11 + 𝐹12 · ∆ + 𝐹13 · 𝑍 

𝐹2 = 𝐹21 + 𝐹22 · ∆ + 𝐹23 · 𝑍                                          (5) 
 
Where F11, F12, F13, F21, F22, F23 are the Perez coefficients, Z is the azimuth and 

∆ is the optical path length (related to the optical mass). 
 
Another factor that changes the amount of irradiance that can be used by the photo-

voltaic panel for generating electricity is the amount of this irradiance that is reflected 
by the protective cover. These effects can be significant for incidence angles greater 
than 65º. The effect of the absorption and reflection of radiation in function of the inci-
dent angle is expressed in function of the Incidence Angle Modifier (IAM), that is de-
scribed as the ratio between the radiation absorbed by the panel at any incidence angle 
(τ(γ)) divided by the absorption at normal incidence (τ(0)). 
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𝐼𝐴𝑀(𝛾) =
( )

( )
                                                               (6) 

 
The absorption is also dependent on the glazing extinction coefficient (K) and the 

glazing thickness (L) that are read from a text file (*.csv) with descriptor of each 
panel/module. A good approximation of the transmission for the covering system, con-
sidering reflective losses and absorption inside the glass is: 

 𝜏(𝛾) = 𝑒 1 −
( )

( )
+

( )

( )
 (7) 

And the angle of refraction is calculated using the Snell law as following expression:  

 𝛾 = arcsin (𝑛 sin 𝛾) (8) 

Where “n” is an effective index of refraction of the panel cover. A value of 4 m-1 for 
the extinction coefficient is reasonable for “water white” glass and a value of about 
0.002 m is reasonable for most glass covered PV panels and, for the case of glass, n is 
1.526. 

The calculated IAM changes the amount of direct irradiance that is absorbed by the 
panel, and the effective direct irradiance absorbed by the photovoltaic panel is: 

 𝐼𝐷 = 𝐼𝐷 · 𝐼𝐴𝑀(𝛾) (9) 

Finally, the total irradiance (IG) over the photovoltaic module is going to be the sum 
of the two components, the direct (IDef) and the diffusive (IDif), as is seen in the fol-
lowing expression: 

 𝐼𝐺 = 𝐼𝐷 + 𝐼𝐷𝑖𝑓 (10) 

For a more accurate estimation on the power generated by each photovoltaic 
panel/module, is necessary to take into account the temperature effects, in this work the 
Sandia model [8] is implemented. This model takes into account two different ways of 
mounting the photovoltaic installation: roof mounting or open rack mounting. The type 
of mounting must be the same for all the installation modules/panels, because it is de-
fined at the main descriptor of the software (at initialization file “init.xml”). 
A thermal model based in local environmental conditions is required in order to predict 

the energy production of the modules. In this case we are using the data from the 
AEMET for calculating the cell temperature from an empirically-based thermal 
model developed by Sandia [9]. It is proved to be an adequate model for the photo-
voltaic systems with an accuracy of about ±5ºC that results in less than 3% effect on 
power output. 

 𝑇𝑚 = 𝐸 · (𝑒𝑎+𝑏·𝑊𝑆) + 𝑇𝑎 (11) 

Where, Tm is the back-surface module temperature (ºC), Ta is the ambient air temper-
ature (ºC), E is the solar irradiance on model surface (W/m2), WS is the wind speed 
(m/s), “a” is an empirically-determined coefficient establishing the upper limit for mod-
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ule temperature at low wind speeds and high solar irradiance, finally, “b” is an empiri-
cally determined coefficient establishing the rate at which module temperature drops as 
wind speed increases. The empirical coefficients “a” and “b” are found to be represent-
atives of different mounting configuration and module type. In our tool is considered 
only one glass module type and two different mounting configurations, Table 1, open 
rack and roof mounting. 

Table 1. PV panels mounting configuration parameters 

Mounting configuration a b ∆T (ºC) 
Open rack -3.47 -0.0594 3 

Roof mount -2.98 -0.0471 1 

 
The cell temperature can be related to the module back surface temperature through 

a simple relationship, based on the assumption of one-dimensional thermal heat con-
duction through the module materials behind the cell. It is then calculated as follows: 

 𝑇 = 𝑇 + · Δ𝑇 (12) 

Where Tc is the cell temperature (ºC), Tm is the calculated back-surface temperature 
(ºC), E0 is the reference solar irradiance on module (1000 W/m2). The increment on the 
cell temperature decreases the voltage generated by the solar cell, so the DC power 
generated will be lower as the temperature increases. The efficiency is assumed to de-
crease at linear rate as a function of temperature rise, governed by a temperature coef-
ficient γ (%/ºC) that depends on the cell model. 

 𝑃𝑑𝑐 =
𝐼𝑡𝑟

1000
· 𝑃𝑑𝑐0 · 1 + 𝛾 · 𝑇𝑐 − 𝑇𝑟𝑒𝑓  (13) 

Where Pdc is the power generated in Watts, the Itr is the transmitted irradiance and 
Tref is the reference temperature of 25ºC. 

 

Fig. 2. Minute by minute power generated by a 1MW PV plant. 
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 Finally, the power generated by each panel has to be ordered in an array of panels 
that are then connected to the inverter, Fig.2. The system also takes into account the 
resistivity of the wires and the losses due to the DC/AC conversion before obtaining 
the final power output (PAC).  

2.2 Hydrogen Generation by Electrolysis 

The electrolysis of water is defined as the decomposition of water into oxygen (O2) and 
hydrogen (H2) gases by means of a continuous electric current connected to water by 
means of electrodes. This process, that has been widely studied by many authors, is 
already well known and, although there are different technologies that can be used, in 
the present work the Proton Exchange Membrane (PEM) electrolyser is proposed be-
cause of its capability of operate at high current densities, that can result in lower oper-
ational costs, mainly in systems coupled at dynamic sources as solar and wind. With 
PEM, water yields H+ ions which cross a membrane to pick up electrons to become H 
atoms. The reaction taking place in the electrolyser can be explained as the sum of two 
half-cell reactions, on one side, the reaction taking place at the anode that is referred to 
as the Oxygen Evolution Reaction (OER),  where the supplied water is oxidized to 
oxygen, protons and electrons; on the other side, the half-reaction taking place on the 
cathode is referred to as the Hydrogen Evolution Reaction (HER), where the supplied 
electrons and the protons that have traversed the membrane are combined to create hy-
drogen molecules in gaseous state [10]. 

 Anode: 𝐻 𝑂 → 2𝐻 + 𝑂 + 2𝑒  (14) 

 Cathode: 2𝐻 + 2𝑒 → 𝐻                                                     (15) 
 

 Full reaction: 𝐻 𝑂 → 𝐻 + 𝑂                                                   (16) 

 
These atoms then combine to make hydrogen molecules, this gas can be stored in 

tanks and be reconverted into electricity when there is a need of feeding the electric 
network, using a repowering unit such as a fuel cell or hydrogen gas turbine, that are 
technologies based on taking advantage of the following chemical reaction: 

 2𝐻 + 𝑂 → 2𝐻 𝑂 + 𝑄 (17) 

Energy can be converted into hydrogen by an electrolyser and stored for later use in 
a repowering unit such as a fuel cell or hydrogen gas turbine. Typical round-trip effi-
ciency is around 40% (±70% conversion efficiency from power to hydrogen and ±60% 
from hydrogen to power). The power required in order to obtain hydrogen by electrol-
ysis is supplied by a set of photovoltaic panels, which make up what is known as the 
photovoltaic generator. 
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2.3 PEM electrolyzer 

The amount of oxygen and hydrogen generated by the PEM electrolyzer can be eval-
uated by a simple model, that has been implemented in MATLAB. In the ideal case, 
the hydrogen production rate of an ideal electrolyzer is proportional to the charge trans-
ferred, according to the Faraday’s law [11], can be expressed in N·m3/h as: 

 𝑓 = 𝜂 ·
·

·
·

.
· 36000 

𝑓 = 𝜂 ·
·

·
·

.
· 36000                                    (18) 

 
Where 𝜂  is the faraday efficiency, defined as the ratio of ideal electric charge and 

the practical charge consumed by the device when a certain amount of hydrogen is 
generated, 𝑁  is the number of cells in the PEM electrolyzer, 𝐼  is the electric cur-
rent, F is the Faraday’s constant (96,485 C·mol-1) and “z” is  the  number  of  electron  
moles  transferred, that per hydrogen  mole is (z = 2) and for oxygen mole is (z = 1). 
Then, the specific energy consumption E (kWh/N·m3) for a given time interval Δt can 
be obtained by: 

 𝐸 =
∫ · ·  

∫  
 (19) 

Another important parameter that has to be determined is the electrolyzer efficiency, 
that represents the ratio between the energy contained in the hydrogen produced and 
the energy needed to electrolyze the water consumed during the process, it can be ex-
pressed as: 

 𝜂 = · 100 (20) 

 
As seen in Table. 2, PEM technologies can modulate their power consumption eas-

ily, presenting a very huge hydrogen flow range (1-100%) making them very attractive 
for stabilizing power grids and delivering grid balancing or ancillary services, and for 
accumulating energy from a variable source as PV. 

Table 2.  

Number of cell stacks 10 Hydrogen flow range 1-100% 
Nominal hydrogen flow 5000 Nm3/h Hydrogen purity 99.998% 
Nominal input power 25 MW Tap water consumption <1.4 litters/N·m³ H2 
AC power consumption 5.0-5.4 kWh/N·m³ Output Pressure 3MPa 

2.4 Hydrogen Storage 

In some cases, the power generated by renewable energy sources can be stored in 
order to balance its fluctuation and intermittence because of variable weather condi-
tions[12]. Power-to-gas is a novel energy storage method that can also use the surplus 
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electricity from the grid during off-peak periods for converting it to hydrogen through 
a water electrolysis process. In the present work, hydrogen storage system will be im-
plemented for performing an optimization strategy from an economic point of view. 

Usually, storage of the hydrogen as pressurised gas is theoretically simple but re-
quires a compressor to increase the pressure of the gas produced by the electrolyser, the 
output pressure of the PEM electrolyzer used in this work is already 3MPa, so the com-
pressor will be used for increasing this pressure until 30MPa. Then, the energy used by 
the compressor, considering an adiabatic compression process is:  

 𝑃 = 𝑀 · 𝐶 · · − 1 · 𝑃  (21) 

Where 𝑀  is the mass flow of hydrogen produced for every kW consumed by the 
electrolyzer. This amount of gas that can be stored in the tank until reaching its full 
capacity. The tank capacity proposed for the studied facility is of 10 m3 and is protected 
from direct solar radiation and placed in a dry, cool and ventilated environment. 

2.5 Fuel Cells 

Once the energy is stored as H2, it can be used for producing electricity again by the 
means of a fuel cell system, that is an electrochemical device that transforms chemical 
energy into electrical energy in direct current. The hydrogen (H2) and the oxidant (ox-
ygen or air) reacts into the cell, obtaining direct current, water and heat, by the means 
of two different reactions, one at the anode and another at the cathode: 

𝐻 → 2𝐻 + 2𝑒  

 𝑂 + 4𝐻 + 4𝑒 → 2𝐻 𝑂 (22) 

 
In order to obtain the desired power and voltage, several cells are arranged in series 

to form a stack. In this work, a PEM fuel cell is proposed, because of its advantages 
such as simplicity, low operating temperature, and easy maintenance [13]. This is going 
to be modeled by a zero-dimensional, isothermal and semi-empirical model [14]. The 
volume consumed by the fuel cell can be obtained from [15]: 

 𝑉 =
·

 (23) 

Where 𝐸  is the energy delivered by the fuel cell, 𝜂  is the efficiency of the fuel 

cell and 𝑝𝑐𝑖  is the hydrogen calorific value 3
·

. 

3 Results 

The proposed methodology focuses on analyzing the economic impact that the in-
corporation of a hydrogen-based storage system in a grid connected photovoltaic plant. 
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Specifically, in this work a hypothetical 1MW PV plant has been considered, located 
in the municipal district of Palma, on the island of Mallorca (Balearic Islands), Spain, 
with the minute power generation presented in Fig. 2. 

The model proposed in this work is limiting the energy flows under certain condi-
tions that increases the money incoming to the PV plant property. The different eco-
nomic variables that will play an important role for determining the best energy flow 
are the market price of the electricity, that depends on the offer-demand of the market 
at each moment, and the oxygen market price, that allows us to sell the remaining oxy-
gen generated with the electrolyzer. At the present work, the input market price for the 
simulation and the meteorological data of the same reference year (2017) will be used. 

The electricity market price fluctuates due to the variability of the demand and con-
sumption rates along the day. In this work, the data obtained from the OMIE web page 
[16] that specifies the hourly price of the MWh along the year as shown in Fig. 3. 

 

 

Fig. 3. Spanish marginal electricity market price along 2017 reference year. 

The optimizing strategy proposed by the authors works as follows: when the market 
price of the energy produced is less than a 50% of the maximum electricity market price 
of the next 4 days, the electrolyzer is going to generate hydrogen from tap water and it 
is going to be accumulated in a tank with a capacity of 10 m3 at 300 bars. At the same 
time, the oxygen generated is going to be sold at the final price of 0,008 €/m3. Then, 
when the electricity market price reaches its maxim value of the next 4 days, the fuel 
cell is going to use the stored hydrogen to generate electricity and sell it to the grid in 
order to get the maximum profit of the PV-generated power. 

Table 3. Hypothetical 1MW PV plant results, located at Palma of Majorca (Spain) 

 With hydrogen storage Without hydrogen storage 
Annual Incomings [€] 95,527.98 € 92,523.27 € 
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After applying the proposed methodology, the annuals incomings of the power plant 
obtained for the two different scenarios, one with hydrogen storage and another with-
out, are presented in the Table 3. It has to be noted that the historical data used in this 
work is from 2017, when the mean electricity market price in Spain was a 10% higher 
than in 2019. 

4 Conclusions 

Nowadays, the efficiency of modern photoconverters (i.e., photovoltaic) and electro-
lyzers is about 20 % and 70 %, respectively, then, the total efficiency of solar radiant 
energy transformed to chemical hydrogen energy is only nearly 16 % [9]. Conse-
quently, the amount of energy that can be stored as hydrogen is not very high, and then, 
the different mechanisms that can convert this hydrogen to other usable energies have 
also a limited efficiency.  

The economic results, Table. 3, show how the hydrogen-based storage facility in PV 
plants, where the penetration of renewables is very low and the energy demand is high, 
as in the Balearic Islands (<4%), does not make economic sense; as there is no technical 
restriction on generation.  

Hydrogen accumulation can become an economically profitable strategy with an 
scenario of higher penetration of renewable sources, when the electricity market price 
is supposed to present higher variations along the day [17] due to its dependency on the 
meteorological conditions. 

Acknowledgement 

This work was supported in part by the Spanish Ministry of Economic Affairs and 
Digital Transformation (MINECO) and the EU with Regional European Development 
Funds under Grant TEC2017-84877-R. As well as by the Ibero-American Program of 
Science and Technology for Development (CYTED), under the network project 
518RT0558 entitled “Fully Integrated, Efficient and Sustainable Smart Cities 
(CITIES)”. 

References 

1.  Perera F (2017) Pollution from Fossil-Fuel Combustion is the Leading 
Environmental Threat to Global Pediatric Health and Equity: Solutions Exist. 
Int J Environ Res Public Health 15:16 . https://doi.org/10.3390/ijerph15010016 

2.  Reichelstein S, Yorston M (2013) The prospects for cost competitive solar PV 
power. Energy Policy 55:117–127 . 
https://doi.org/10.1016/j.enpol.2012.11.003 

3.  Widera B (2020) Renewable hydrogen implementations for combined energy 
storage, transportation and stationary applications. Therm Sci Eng Prog 
16:100460 . https://doi.org/10.1016/j.tsep.2019.100460 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 676

ISBN 978-9930-541-79-1



12 

4.  Clarke RE, Giddey S, Ciacchi FT, Badwal SPS, Paul B, Andrews J (2009) 
Direct coupling of an electrolyser to a solar PV system for generating hydrogen. 
Int J Hydrogen Energy 34:2531–2542 . 
https://doi.org/10.1016/j.ijhydene.2009.01.053 

5.  AEMET. http://www.aemet.es 
6.  Blanco-Muriel M, Alarcón-Padilla DC, López-Moratalla T, Lara-Coira M 

(2001) Computing the solar vector. Sol Energy 70:431–441 . 
https://doi.org/10.1016/S0038-092X(00)00156-0 

7.  Perez R, Ineichen P, Seals R, Michalsky J, Stewart R (1990) Modeling daylight 
availability and irradiance components from direct and global irradiance. Sol 
Energy 44:271–289 . https://doi.org/10.1016/0038-092X(90)90055-H 

8.  King DL, Boyson WE, Kratochvil JA, King DL, Boyson WE, Kratochvil JA 
(2004) Photovoltaic Array Performance Model. In: Sandia National 
Laboratories. pp 2004–3535 

9.  King DL, Boyson WE, Kratochvil JA (2004) Photovoltaic array performance 
model. Sandia Rep No 2004-3535 8:1–19 . https://doi.org/10.2172/919131 

10.  Millet P, Ngameni R, Grigoriev SA, Mbemba N, Brisset F, Ranjbari A, Etiévant 
C (2010) PEM water electrolyzers: From electrocatalysis to stack development. 
Int J Hydrogen Energy 35:5043–5052 . 
https://doi.org/10.1016/j.ijhydene.2009.09.015 

11.  Ursúa A, Gandía LM, Sanchis P (2012) Hydrogen production from water 
electrolysis: Current status and future trends. Proc IEEE 100:410–426 . 
https://doi.org/10.1109/JPROC.2011.2156750 

12.  Park S, Shao Y, Liu J, Wang Y (2012) Oxygen electrocatalysts for water 
electrolyzers and reversible fuel cells: Status and perspective. Energy Environ 
Sci 5:9331–9344 . https://doi.org/10.1039/c2ee22554a 

13.  Barbir F (2013) PEM fuel cells : theory and practice. Elsevier 543 . 
https://doi.org/10.1016/B978-0-12-387710-9.01001-8 

14.  Mann RF, Amphlett JC, Hooper MAI, Jensen HM, Peppley BA, Roberge PR 
(2000) Development and application of a generalised steady-state 
electrochemical model for a PEM fuel cell. J Power Sources 86:173–180 . 
https://doi.org/10.1016/S0378-7753(99)00484-X 

15.  Marino C, Nucara A, Panzera MF, Pietrafesa M, Varano V (2019) Energetic 
and economic analysis of a stand alone photovoltaic system with hydrogen 
storage. Renew Energy 142:316–329 . 
https://doi.org/10.1016/j.renene.2019.04.079 

16.  OMIE. https://www.omie.es/ 
17.  Hirth L (2013) The market value of variable renewables. Energy Econ 38:218–

236 . https://doi.org/10.1016/j.eneco.2013.02.004 
 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 677

ISBN 978-9930-541-79-1



INBAL Solar Photovoltaic Electricity Generation and 

Consumption Reduction Programme 

P.J. Escamilla-Ambrosio1[0000-0003-3772-3651], M. Morales-Olea2, O. Espinosa-Sosa1, 

M.A. Ramírez-Salinas1[0000-0002-9376-2893], A. Rodríguez-Mota1[0000-0002-6133-1968], and Luis 

Hernández-Callejo3[0000-0002-8822-2948] 

 
1 Instituto Politécnico Nacional, Centro de Investigación en Computación, Ciudad de México, 

Mexico 
2 Fundación INBA A.C., Ciudad de México, Mexico 

3 Universidad de Valladolid (UVa), Campus Duques de Soria, C.P. 42004, Soria, España  
pescamilla@cic.ipn.mx 

Abstract. Solar photovoltaic electricity generation systems along with electricity 

consumption reduction actions have been implemented at 10 academic units of 

Instituto Nacional de Bellas Artes y Literatura (INBAL). Such actions are part of 

an energy sustainability program intended to reduce the carbon footprint of this 

institution. These actions were implemented in accordance with recommenda-

tions proposed by environmental committees and considering the diagnoses of 

baseline energy consumption. This work reports the quantification of the savings 

generated by the implementation of operational measures of technological sub-

stitution and solar photovoltaic electric power generation. The foregoing includes 

a process of identification of the baseline of electricity consumption, the replace-

ment of infrastructure and equipment of high energy consumption with equip-

ment of low consumption and environmental impact, as well as the installation 

of technology for the generation of electrical energy by renewable sources. Ten 

solar photovoltaic systems were installed, replacement of luminaires, presence 

sensors and smart switches. It was found that on average the reduction in monthly 

electricity consumption is near 72% with the consequent economic savings. Re-

garding the reduction of the carbon footprint, the impact is on non-generation of 

tonnes of CO2 equivalent to closer 60%, quantified compared to the generation 

before the implementation of the operational and power generation measures. 

This is equivalent to not having generated 19.10 tCO2e per month. This work 

describes the activities carried out and the methodology used to calculate the sav-

ings found, both in energy consumption, economic, and in reducing the carbon 

footprint. 

Keywords: Energy Sustainability, Solar Photovoltaic, Electricity Generation, 

Carbon Footprint. 

1 Introduction 

As part of the energy sustainability and carbon footprint reduction project at the Insti-

tuto Nacional de Bellas Artes y Literatura (INBAL, from the acronym in Spanish) [1], 
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a pilot program was implemented in 10 academic units, listed in Table 1. The project 

seeks to establish policies that facilitate the transition of the INBAL education system 

to a sustainable development model, which promotes the incorporation of innovations 

and technological developments in the area of equipment, furniture and work instru-

ments, to reduce the impact on the environment of its daily operation and to reduce the 

consumption and dependence of electricity generated by fossil fuels. 

Table 1. INBAL academic units involved in the project. 

ID 
Acronym 

Academic Unit Name 

(in Spanish) 

ID Acro-

nym 
Academic Unit Name 

(in Spanish) 
1 

EART Escuela de Artesanías 
6 

ENDF 
Escuela Nacional de 

Danza Folklórica 

2 

CICO 
Centro de Investi-

gación Coreográfica 

7 
END-

NyGC 

Escuela Nacional de 

Danza Nellie y Gloria 

Campobello 
3 

CNM 
Conservatorio 

Nacional de Música 

8 

ESMFL 
Escuela Superior de 

Música ''Fernández 

Leal" 
4 

EDIS Escuela de Diseño 
9 

LAA 
Laboratorio de Arte Al-

ameda 
5 

EIA1 
Escuela de Iniciación 

Artística No. 1 

10 
ELAU Escuela de Laudería 

 

The information of the results generated from the initial approach and corresponding 

monitoring of the project is presented, as well as the analysis of the data generated 

through the activation of the technological platform referred to as “Strategic System for 

Evaluation and Performance of Sustainability” (SEEDS, from Sistema Estratégico de 

Evaluación y Desempeño de la Sostenibilidad, in Spanish), implemented at 10 units of 

INBAL, which were equipped with the infrastructure that allows the use of alternative 

and sustainable energy. 

2 Energy sustainability and carbon footprint reduction project 

implementation 

The energy sustainability and carbon footprint reduction programme was implemented 

in the ten INBAL units considered, following these steps: a) activation of the SEEDS 

technology platform; b) installation of the electrical energy consumption monitoring 

networks; c) baseline of electricity consumption; d) replacement of equipment; d) in-

stallation of solar PV electricity generation systems, and e) quantification of savings, 

see Fig. 1. These actions are described in the following sections. 

2.1 Activation of the SEEDS Technology Platform 

SEEDS is a software platform designed to support decision makers and administrators 

in the transition towards a model of sustainable development in organizations. Through 
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programs developed for mobile and web environments, SEEDS allows to obtain the 

baseline of different sustainability variables, and evaluate performance in different in-

tervention cycles. Furthermore, SEEDS allows entities the designing and monitoring of 

the effectiveness of improvement actions with respect to different sustainability varia-

bles, prioritizing the analysis of the consumption of electric energy and water usage, 

also as electricity energy generation. This software platform was installed in ten in-

stances of INBAL to analyse and display information on the consumption of electricity 

and water, as energy generation, in real time, though an interactive web interface. The 

platform collects data through two systems: 

Fig. 1. Energy sustainability and carbon footprint reduction programme implementa-

tion steps. 

1. Meters. The information is incorporated, from meters of electricity and water con-

sumption, as electricity generation, in real time, to a database for processing and

querying indicators in a web interface. This system has an API (Application Pro-

gram Interface) to perform queries from other systems that have access permissions,

for example, an Android application or other web system that request these data.

2. Logs. Module that allows to create logbooks with the information fields required

to maintain a process of measuring the consumption of electricity and water, as well

as electricity generation and the pattern of waste production.

SEEDS has a web interface for entering and consulting information. With the activa-

tion of SEEDS it was possible to integrate data that allow to know the pattern of re-

sources consumption, in real time, identifying savings possibilities with the implemen-

tation of operational actions for the consumption of electric energy. By having data to 

define the quantification of electric power consumption, it was possible to establish 

indicators and goals related to the variables of sustainability based on a baseline of 

energy consumption. An example of the electricity consumption in a day at EART, as 

registered in the SEEDS platform, is shown in Fig. 2. 

2.2 Installation of the Electrical Energy Consumption Monitoring Network 

The installed monitoring network had seven basic components, 1) energy consumption 

meters, 2) water consumption meters, 3) analogue transmission antennas, 4) systems 

for data acquisition, 5) systems for information processing, 6). components for sending 

data and 7) Information display systems. The equipment that was installed in the ten 

INBAL instances seeks to innovate with the use of technological tools to facilitate 

a) Activation 
of the SEEDS 
Technology

Platform

b) Installation of the 
Electrical Energy

Consumption 
Monitoring Networks

c) Baseline of 
Electricity

Consumption

d) Replacement
of Equipment

e) Installation of 
Solar PV Electricity

Generation Systems

f) Quantification 
of Savings
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decision-making in projects focused on saving resources and improving the usage of 

energy. The general architecture of the monitoring network is shown in Fig. 3, while 

an example of the energy consumption meters installed at EART is shown in Fig. 4. 

The first step consisted of the installation of the electricity and water meters in the gen-

eral connections, in the cases that were necessary, transmitting and receiving antennas 

were enabled to send the information to the data acquisition system. These meters were 

then connected to the data acquisition system to enable the reception and sending of the 

electric and water consumption records; data is sent according to the type of connection 

available (ethernet, Wi-Fi or 3G). A screen in the local monitoring system was installed 

so that general users could monitor the consumption of electricity and water in real 

time. 

 

 
Fig. 2. Electricity consumption as registered in the SEEDS platform at EART on 2020-01-22. 
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Fig. 3. Diagram of network architecture (source: Leviton, 2017 [2]). 

 
Fig. 4. Energy consumption meters installed at EART. 

2.3 Baseline of Electricity Consumption 

The averaged electrical energy consumption (KWh) per month at the ten INBAL aca-

demic units considered were obtained using data collected by the installed monitoring 

network and registered in the SEEDS platform. The results obtained are summarized in 

Table 2. As can be seen, the most power-hungry instance at INBAL is EDIS. 

Table 2. Averaged, monthly electricity consumption. 

Instance Averaged monthly elec-

tricity consumption 

(KWh) 

EART 12,626.86 

CICO 1355.36 

CNM 15,409.47 

EDIS 19,116.55 

EIA1 2,207.44 

ENDF 3,306.69 

ENDNyGC 2,170.05 

ESMFL 2,170.05 

LAA 3,991.92 

ELAU 1,430.50 

                    TOTAL:    63,784.89 

2.4 Replacement of Equipment 

The installation of energy saving equipment in each of the INBAL instances included 

replacement of high-energy consumption luminaires by low-energy consumption LED 

luminaires, replacement of switches with smart switches and presence sensors. A sum-

mary of the actions carried out in each instance is given in Table 3. A view of some of 

the installed equipment is shown in Fig. 5. 
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Table 3. Summary of the installed equipment. 

Instance Installed equipment Instance Installed equipment 

EART 
20 luminaires 

2 switches 
ENDF 

28 presence sensors 

2 switches 

CICO 
24 luminaries 

6 switches 
ENDNyGC 

199 luminarias 

16 presence sensors 

2 switches 

CNM 
46 luminaries 

8 switches 
ESMFL 

64 luminaries 

2 switches 

EDIS 

25 luminaries 

46 presence sensors 

2 switches 

LAA 
67 luminaries 

8 switches 

EIA1 

92 luminaries 

10 switches ELAU 
74 luminaries 

3 presence sensors 

5 switches 

 

 
Fig. 5. Replacement of luminaries in EART. 

3 Installation of Solar PV Electricity Generation Systems. 

In order to reduce the consumption of electric energy, and to reduce the carbon foot-

print, the company Greensun [3], carried out the design of the projects and performed 

the installation of ten solar PV electricity generation systems, one in each of the ten 

INBAL instances considered (EART, CICO, CNM, EDIS, EIA1, ENDF, ENDNyGC, 

ESMFL, LAA, ELAU). Table 4 presents a summary of the Installed solar PV systems. 

Figs. 6 to 8 show some views of the installed PV systems in each of the instances 
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considered. The total power generation capacity considering the ten FV systems is 

126.72 KW, with a total of 352 PV panels and 36 inverters. 

Table 4. Solar PV systems installed at 10 INBAL academic units. 

Instance Number of 

PV panels 

Power of panel 

(Watts) 

Total power 

Generation 

(Watts) 

Inverters (Model 

Power in KW-

quantity) 

EART 70 360 25,200 Symo 15.0-3, 

Symo 10.0-3 

CICO 8 360 2,880 Primo 3.8-1 

CNM 28 360 10,080 Symo 10.0-3 

EDIS 54 360 19,440 Symo 10.0-6 

EIA1 28 360 10,080 Symo 10.0-3 

ENDF 28 360 10,080 Symo 10.0-3 

ENDNyGC 28 360 10,080 Symo 10.0-3 

ESMFL 56 360 20,160 Symo 10.0-6 

LAA 28 360 10,080 Symo 10.0-3 

ELAU 24 360 8,640 Primo 3.8-1, 

Primo 5.0-1 

            TOTAL       352                    TOTAL      126,720 

 

 

 
Fig. 6. Solar FV system installed at (a) EART, (b) CICO, (c) CNM, (d) EDIS. 

 

 

 

 

(a) (b) 

(c) (d) 
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Fig. 7. Solar FV system installed at (a) EIA1, (b) ENDF, (c) ENDNyGC, (d) ESMFL. 

 

 
Fig. 8. Solar FV system installed at (a) LAA, (b) ELAU. 

4 Quantification of Savings 

In this section the quantification of electricity savings, cost savings and reduction of 

carbon footprint are presented. These savings are due to the implementation of opera-

tional measures including PV electricity generation and technological replacement of 

energy-hungry equipment. These savings were calculated using data of electricity con-

sumption corresponding to the months of November 2019, December 2019, January 

2020 and February 2020. The quantifications of the electricity savings in each instance 

considered are shown in Table 5. The quantifications of the corresponding economic 

savings in each instance considered are shown in Table 6. Finally, the quantification of 

the reduction of the carbon footprint in each instance considered are shown in Table 7. 

Notice that in the case of the carbon footprint, values are obtained in tonnes of carbon 

dioxide equivalent (tCO2e) [4]. Also, it is necessary to specify that the carbon footprint 

and savings were calculated considering only the electricity consumption and electric-

ity savings due to PV electricity generation and technology substitutions. 

According to the data provided by the Energy Regulatory Commission (CER) of the 

Mexican Federal Public Administration as a regulatory body on energy matters and 

(a) 

(b) 

(c) 

(d) 

(a) 
(b) 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 685

ISBN 978-9930-541-79-1



with the opinion of the Secretary of Environment and Natural Resources 

(SEMARNAT), established that the National Electric System Emission Factor for 2017 

is 0.527 tonnes of CO2 / MWh. 

Hence, the calculation of the reduction in the number of tonnes of CO2 equivalent 

(tCO2e) is a direct function of the total electricity consumption of the INBAL instances, 

specified in MegaWattsHora. 

Table 5. Quantification of electricity savings at ten INBAL academic units. 

Instance Average monthly 

consumption before 

the implementation 

of savings measures 

(KWh) 

Average monthly 

consumption after 

the implementa-

tion of savings 

measures (KWh) 

Average 

monthly 

savings in 

KWh 

% Average 

monthly 

electricity 

savings 

EART 12,626.86 2,040.50 10,586.36 83.84 

CICO 1,355.36 1,034.41 320.95 23.68 

CNM 15,409.47 10,483.06 4,926.41 31.97 

EDIS 19,116.55 8,210.56 10,905.99 57.05 

EIA1 2,207.44 330.23 1,877.21 85.04 

ENDF 3,306.69 626.95 2,679.74 81.04 

ENDNyGC 2,170.05 -556.83 2,726.88 125.66 

ESMFL 2,170.05 248.47 1,921.58 88.55 

LAA 3,991.92 1,138.89 2,853.03 71.47 

ELAU 1,430.50 407.69 1,022.81 71.5 

TOTAL 63,784.89 23,963.93 39,820.96 71.98 

Table 6. Quantification of economic savings at CIC, CIDETEC and ESCOM. 

Instance Average monthly 

cost for electricity 

consumption before 

the implementation 

of savings measures 

(MXN) 

Average monthly 

cost for electricity 

consumption after 

the implementa-

tion of savings 

measures (MXN) 

Average 

monthly eco-

nomic savings 

in MXN 

% Average 

monthly 

economic 

savings 

EART 48,522.58 8,734.06 39,788.52 82.00 

CICO 3,179.79 1,580.04 1,599.75 50.31 

CNM 40,623.76 26,344.51 14,279.25 35.15 

EDIS 25,402.68 18,589.68 6,813.00 26.82 

EIA1 5,602.57 591.07 5,011.50 89.45 

ENDF 8,267.36 3,160.61 5,106.75 61.77 

ENDNyGC 6,861.19 497.44 6,363.75 92.75 

ESMFL 8,449.04 2,887.04 5,562.00 65.83 

LAA 9,990.00 5,244.75 4,745.25 47.5 

ELAU 3,576.31 935.56 2,640.75 73.84 

TOTAL 160,475.28 68,564.76 91,910.52 62.54 

 

With the use of the monitoring network and through the SEEDS platform, the electricity 

consumption in MegaWatts / Month was obtained for the months of October, Novem-

ber and December 2019, as well as for the months of January, February and March of 

2020, for the ten instances considered. In the months of April to December 2019, an 
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average estimated consumption value of the previous months measured with the mon-

itoring network was used and the savings obtained due to operational measures of tech-

nological substitution and energy generation were subtracted, this is: 

 

CME = Average (CMA_SMT) -AED_LSAA-EGVPS                    (1) 

 

where: 

CME = Estimated Monthly Consumption 

CMA_SMT = Previous Months consumption obtained through monitoring network 

AED_LSAA = Estimated Savings LSAA Devices (Luminaires) 

EGVPS = Energy Generated Via Solar Panels 

 

Table 7 shows the results obtained, which are also plotted in Fig. 9. The global savings 

are summarised in Table 8. 

Table 7. Quantification of carbon footprint reduction at ten INBAL academic units. 

Instance Average monthly 

emissions before 

the implementa-

tion of savings 

measures (tCO2e) 

Average monthly 

emissions after the 

implementation of 

savings measures 

(tCO2e) 

Average 

monthly 

emissions 

reduction 

(tCO2e) 

% Average 

monthly emis-

sions reduc-

tion (tCO2e) 

EART 6.46 1.04 5.42 83.84 

CICO 0.69 0.53 0.16 23.68 

CNM 7.89 5.37 2.52 31.97 

EDIS 9.79 4.20 5.58 57.05 

EIA1 1.18 0.24 0.94 79.66 

ENDF 1.74 0.78 0.96 55.17 

ENDNyGC 1.45 0.22 1.23 84.83 

ESMFL 1.14 0.16 0.98 85.96 

LAA 2.1 1.27 0.83 39.52 

ELAU 0.88 0.41 0.47 53.41 

TOTAL 33.33 14.23 19.10 59.51 

 

 
Fig. 9. Carbon footprint reduction at ten INBAL academic units. 
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Table 8. Global savings at ten INBAL academic units. 

 Electricity consump-

tion savings in KWh 

Saving cost for elec-

tricity consumption in 

MXN 

Reduction of emis-

sions of tCO2 

Overall monthly 

average savings 

39,820.96 91,910.52 19.10 

% Equivalent 71.98 62.54 59.51 

5 Conclusions 

Derived from the analysis of the information collected by the installed monitoring net-

work and using the SEEDS platform, it was possible to perform the quantification of 

the savings generated by the operational measures of technological substitution and the 

implementation of PV systems for the generation of electricity from a renewable energy 

source in ten INBAL academic units, reducing the environmental impact, the carbon 

footprint and also reducing the consumption and dependence of electricity generated 

by fossil fuels. 

The quantifications made indicate an average monthly savings in consumption of 

39,820.96 KWh, corresponding to 71.98% of the average monthly electricity consump-

tion. In economic terms, this is equivalent to an average monthly savings for electricity 

consumption costs of $ 91,910.52 (MXN), equivalent to 62.54% of the average monthly 

total cost per electricity consumption in the ten INBAL instances. Finally, in terms of 

the reduction of the carbon footprint, expressed in the non-production of equivalent 

tonnes of CO2 (tCO2e), it corresponds to 19.10 tCO2e, which represent 59.51% of the 

total generation of tCO2e before the implementation of the measures of technological 

substitution and generation of electric energy from renewable sources. 

The reduction in the consumption of electric energy, as well as the corresponding eco-

nomic savings and reduction of equivalent CO2 emissions quantified so far, and whose 

measurement is maintained in the temporality specified in this work, gives the guideline 

to continue monitoring the information through the SEEDS platform installed in ten 

INBAL instances. It will be necessary to obtain the statistics to ratify that the opera-

tional measures of technological substitution and electricity generation provide sub-

stantial savings to INBAL. If the trend of the figures obtained so far continues, then 

there will be enough information to recommend the route to improve the performance 

of other INBAL instances by the gradual incorporation of technologies for sustainable 

development. 
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Abstract. The main elements of microgrids are distributed energy sources, 
mostly renewable, and storage systems. Both generations try to cover the local 
demand, however, they are generally connected to the electricity grid of the util-
ity company to ensure the delivery of energy to the loads. To be closer to self-
sufficiency, this work proposes the adequate increase of the capacities of seven 
photovoltaic systems and the expansion of the alimentation characteristics of the 
turbine-generator backup of the microgrid of the Center for the Development of 
Renewable Energies (CEDER) belonging to the Center for Energy, Environmen-
tal and Technological Research (CIEMAT), which allows requesting less power 
from the external electrical system in the months of greatest demand. The meth-
odology is based on the combination of the central composition design technique 
with the “lower is better” approach, taking as responses the mean requested 
power and the standard deviation, where the former is the primary solution. The 
results, with 20 years of simulation, show a significant saving of 82.26% of the 
demand if the changes in the solar arrays and the geometry of the hydraulic sys-
tem are carried out. 

Keywords: Dual Response, Power Reduction, Response Surface Methodology, 
Simulation. 

1 Introduction 

The evolution of the traditional electricity system, that is, unidirectional, towards a de-
centralized one is aimed at reducing the environmental impact, caused by the consump-
tion of fossil fuels, and at improving the efficiency of the network, minimizing losses 
in transmission and distribution of electrical current to consumers. A relevant factor for 
this transition are the distributed generation units (DG) that take advantage of local 
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energy resources, mainly renewable (sun and wind), also helping to satisfy the growing 
demand for energy. From the DG arises the paradigm of microgrid that aims to manage 
various types of generation, storage and loads to obtain high reliability. They normally 
operate connected to the conventional network, but have the capacity to be self-suffi-
cient [1]. 

One of the biggest challenges for GD and microgrids is finding mechanisms that 
determine the ideal capacity of generators and backup systems. In this sense [2] finds 
the appropriate magnitudes, among others, of a wind generator and hydrogen storage. 
On the other hand, [3] details different techniques, divided into intuitive analysis, nu-
merical methods and artificial intelligence, to improve the sizing of photovoltaic and 
wind systems. In addition, [4] proposes with linear programming, the adequate power 
of a mixed wind-photovoltaic generation system, as well as the savings that could be 
achieved in billing. However, the experiment design tool, especially the response sur-
face methodology (RSM), has been little used to optimize the sizing of energy systems. 
[5] proposes this technique in an autonomous system composed of the photovoltaic-
wind binomial and with battery backup. Likewise, [6] uses the method of factorial ex-
perimental designs to optimize the parameters of a monocrystalline photovoltaic panel. 

This work proposes the application of the central composition design (CCD), a 
branch of RSM, to minimize the power required from the supplier, in the months of 
greatest electricity demand, in the microgrid of the Center for the Development of Re-
newable Energies (CEDER). To achieve the objective, simulations developed in [7] 
were used, modifying the capacities of seven photovoltaic arrays and the power supply 
of the turbine-generator backup system. At the same time, the operability of productive 
systems was sought, adjusting them to the most appropriate parameter with the lowest 
variance, through their signal to noise [8], that is, the dual response technique was ap-
plied, simultaneously optimizing the mean and variance. The statistical analyzes were 
developed with the statistical application software JMP (version 8.0.2). The text is 
structured as follows: section two describes the components of the case study, then the 
methodology is presented where the analysis factors, the number of replications and, in 
general, the description of the CCD, the The next section, with the help of JMP, are the 
results of the months under study, and finally, the most relevant conclusions are pre-
sented. 

2 Materials and methods 

2.1 Case of study 

CEDER is characterized by having various manageable components in the structure of 
its microgrid, Fig. 1 shows two of its components [9]. From the set of distributed ele-
ments, this work focuses on two types of generation: solar photovoltaic (PV) and mini-
hydro. With regard to PV, there are 7 arrangements (AFV) of different technology, five 
of monocrystalline Silicon, one of polycrystalline Silicon and one of Cadmium Tellu-
rium. The AFVs are as follows: FV1037 = 5 kW, FV1038 = FV1044 = 4.5 kW, FV2000 
= 12 kW, FV2005 = 12.5 kW, FV2010 = 16 kW and FV4360 = 23.5 kW, in total a 
installed power of 78 kWp. On the other hand, the hydraulic plant is made up of a 
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double injector horizontal Pelton turbine, directly coupled to a three-phase asynchro-
nous generator with a maximum power of 40 kW, delivering 400 V three-phase at a 
frequency of 50 Hz. A jump is used for its operation It is close to 65 m and has two 
storage tanks with an approximate volume of 1637 m3 in the upper tank and 2206 m3 
in the lower one, the distance between them is 700 m. The supply pipe is made of PVC 
with an internal diameter of 225 mm, it consists of two sections of different walls, one 
is 4 mm and the lower one is 6 mm in order to withstand water hammer. 

 
Fig. 1.  Photovoltaic turbine zone and Pelton turbine with 40 kW generator. 

2.2 Design of experiments 

The most efficient experimental designs are those that combine regressive effects on 
the response and allow the study of curvatures. The design that was originally called 
Box-Wilson [10] is known by the general name of CCD and has been shown to require 
fewer trials to obtain more reliable information. CCD is constructed from a full factorial 
augmented design with central and axial experimental points. The inclusion of central 
replicas favors the estimation of the general variance of the process of changes of values 
in the factors. Adding axial points, whose axial distance α can be defined by the re-
searcher, gives qualities to the general profile of the variance, namely: (1) Axial dis-
tance on phase with α = 1, generates a variance profile similar to that of full factorial 
design with an additional study level. (2) Rotatable axial distance with value α > 1, 
creates a variance profile that tends to be constant as a function of the radius in the 
plane of a couple of factors studied. (3) Orthogonal axial distance with value α ≥ 1, 
produces a variance profile that tends to be uncorrelated with the quadratic effects under 
study. (4) Spherical axial distance with α value > 1, generates a variance profile that 
tends to be constant as a function of the radius in a list of factors studied. Obviously, 
the number of replicas that the researcher decides will modify the values of these dis-
tances, except for the axial distance on phase, which is always α = 1 [11]. 

To exemplify the above, Table 1 shows some values of the factors under study (f), 
factorial replicas (n), axial replicas (a) central replicas (c) (it is observed that 𝑎𝑎 ≥
𝑛𝑛 𝑦𝑦 𝑐𝑐 ≥ 𝑎𝑎 in all design CCD). For the case study, the axial distance 𝛼𝛼 = √2 was se-
lected, with a rotatable characteristic to achieve the tendency to be a function of the 
radius from the center to the limit of the two-dimensional sample space (𝑋𝑋1,𝑋𝑋2). Where 
𝑋𝑋1 corresponds to the increase in the nominal power capacity of the 7 AFVs and 𝑋𝑋2 is 
the increase in the geometry of the Turbine-Generator backup system. The increases 
allowed in the AFVs and the supply of the backup system, as well as the values studied, 
are presented in Table 2. 
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Table 1. Values of 𝑎𝑎 for factor and replica conditions. 

 

Table 2. Nominal values, allowable increments and coded values. 

 
 

RSM with dual response option in which the factorial experimental points are in-
scribed in an axial circle, allows simultaneously studying the primary response 𝑌𝑌1 (av-
erage daily power in each month) and the secondary response 𝑌𝑌2 (average standard de-
viation of 𝑌𝑌1 in each month ), such that both can be minimized. The arrangement of 
experimental values used for both responses can be seen in Fig. 2. Where 𝑋𝑋1 and 𝑋𝑋2 are 
the factors under study given in percentage increments. The axial points are the extreme 
values of the circle and the square represents the factorial points. On the other hand, the 
geometry of the experimental points is presented in Table 3. 

f n a c αrot αorto αesf

2 1 1 1 1.414213562 1.000000 1.414213562

2 2 1 1 1.681792831 1.048341315 1.414213562

2 2 1 2 1.681792831 1.136442969 1.414213562

2 2 1 3 1.681792831 1.21541169 1.414213562

2 2 1 4 1.681792831 1.287188506 1.414213562

2 2 2 2 1.414213562 1.000000 1.414213562

2 2 2 3 1.414213562 1.040291787 1.414213562

2 2 2 4 1.414213562 1.07808982 1.414213562

3 1 1 1 1.681792831 1.21541169 1.732050808

3 2 1 1 2.000000 1.26161129 1.732050808

3 2 1 2 2.000000 1.340879924 1.732050808

3 2 1 3 2.000000 1.414213562 1.732050808

3 2 1 4 2.000000 1.482578506 1.732050808

3 2 2 2 1.681792831 1.21541169 1.732050808

3 2 2 3 1.681792831 1.252103974 1.732050808

3 2 2 4 1.681792831 1.287188506 1.732050808
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Fig. 2. Configuration of the CCD with 2 factors, 2 factorial replicas, 2 axial replicas, 4 central 

rotatable replicas. 

Table 3. Location of factors and replicas of the CCD. 

 
 
[12] formulates that this type of experimental design is based on the following ap-

proaches. Let �̂�𝜇 𝑎𝑎𝑛𝑛𝑎𝑎 𝜎𝜎� be the response surfaces for the mean and standard deviation of 
the combined study process. 

𝑌𝑌1: �̂�𝜇 = 𝑏𝑏0 + 𝒙𝒙′𝒃𝒃 + 𝒙𝒙′𝑩𝑩𝒙𝒙 (1) 

𝑌𝑌2: 𝜎𝜎� = 𝑐𝑐0 + 𝒙𝒙′𝒄𝒄 + 𝒙𝒙′𝑪𝑪𝒙𝒙 (2) 

Point Point
type symbology

Pcurrent Pc -alfa -alfa
axial Pa0 -alfa 0
axial P0a 0 -alfa
axial PA0 alfa 0
axial P0A 0 alfa

center C 0 0
factorial Nbb -1 -1
factorial Nba -1 1
factorial Nab 1 -1
factorial Naa 1 1

Pmax Pm alfa alfa

X1 X2
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Where 𝑩𝑩 and 𝑪𝑪 are matrices of size 𝑘𝑘 × 𝑘𝑘 containing the second order terms of the 
estimated coefficients of each response model; 𝒃𝒃 and 𝒄𝒄 are vectors of size 𝑘𝑘 × 1 with 
the first order terms of the estimated coefficients of each model; 𝑏𝑏0 and 𝑐𝑐0 are scalar 
additive constants and 𝒙𝒙 is a 𝑘𝑘 × 1 vector of control or design variables. [13] details the 
general considerations for estimating models (1) and (2). 

The answers 𝑌𝑌1,𝑌𝑌2 were obtained by creating the experimental simulation of 24 years 
of operation, where 20 years correspond to the CCD, 2 years to the current condition of 
the CEDER (Pc) and the last 2 years to the maximum simultaneous increase of AFV 
and the storage geometry in the backup system. When obtaining the data for the 24 
years, the number of days of power delivery (kW) in each month to the supplier's elec-
trical network was counted. The categorical analysis directs the RSM study with dual 
response to the months where a greater participation of the supplier is required. 

3 Results 

In order to give a general overview of the responses in the 20 years that form the sample 
space, we obtained the averages and deviations for each condition analyzed. The above 
is presented in Table 4. It can be seen that the points P0A, Naa and PA0 are the condi-
tions with the least electrical dependence.  

 
Table 4. Annual averages and deviations for each experimental condition. 

 

 
 

On the other hand, Table 5 shows the years corresponding to the current situation of 
the CEDER and the permissible extent of modification of both the AFV and the turbine 
feed geometry. The difference in these extremes is visible. 

Condition Y1 avg Y1 dev Y2 avg Y2 dev
Pa0 8.5964 12.8318 0.7197 0.6148
Pa0 8.4085 12.5356 0.7383 0.6299
Nbb 12.7210 21.0823 0.9790 1.0884
Nbb 10.4821 18.0221 0.8752 0.9324
Nba 4.7143 6.4099 0.5176 0.3030
Nba 5.4612 8.3533 0.5512 0.4085
P0a 10.9462 18.2862 0.9358 1.0162
P0a 10.1411 16.6696 0.8923 0.9177

C 5.0617 8.3925 0.5837 0.4369
C 4.6304 7.2770 0.5707 0.3837
C 5.5240 9.5407 0.5849 0.4947
C 4.8911 7.6152 0.5627 0.4023

P0A 3.5222 5.4043 0.4542 0.2181
P0A 2.5802 3.9445 0.4185 0.1715
Nab 6.5973 11.7398 0.7181 0.6597
Nab 7.7717 14.3192 0.7845 0.8084
Naa 2.8641 4.4255 0.4584 0.1828
Naa 2.4953 4.0501 0.4422 0.1645
PA0 2.5014 4.0598 0.4749 0.1980
PA0 3.4991 5.9659 0.5151 0.3002
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Table 5. Annual averages and deviations in current and maximum condition. 
 

 
 
The analysis of the days of power delivery to the external grid is summarized in 

Table 6. Under current conditions (Pc) the averages for November, December and Jan-
uary are the lowest, namely: 0, 0 and 2.5 kW, respectively. On the other hand, it is 
observed that in the same periods the sum of delivery days in the 24 simulations are the 
lowest. It is obvious that these months are the most dependent on the external network. 
The average daily monthly power calculated by the simulator in these months are: 
54.2543, 58.9570 and 45.2519 kW/day. Table 7 shows the responses 𝑌𝑌1 and 𝑌𝑌2 at point 
Pc. 

Table 6. Number of days of injection into the supplier's network. 

 

Table 7. Average daily demand. 

 
 

With the results obtained, it was decided to apply the RSM with dual response in the 
previous months where the savings are more significant. Statistical analyzes were done 
with [14]. However, this section only shows the graphs for the month of November. 
Figures 3 and 4 detail the behavior of the responses studied. 
 

Condition Y1 avg Y1 dev Y2 avg Y2 dev
Pc 16.2688 24.8376 1.1496 1.2514
Pc 13.9330 21.8388 1.0382 1.1078
Pm 2.2267 3.2979 0.4279 0.1110
Pm 2.2592 3.5489 0.4312 0.1118

Daily
Month Pc Pc Pa0 Pa0 P0a P0a C C C C P0A P0A PA0 PA0 Pm Pm Nbb Nbb Nba Nba Nab Nab Naa Naa Deviation
January 3 2 1 3 5 11 9 9 4 4 3 7 8 3 5 3 3 2 3 2 3 1 4 3 2.670

February 7 7 3 4 9 9 6 9 4 5 3 5 7 8 9 5 2 5 4 5 10 11 10 10 2.637
March 2 3 6 7 6 10 8 6 8 5 5 7 12 15 14 13 4 9 6 2 7 16 9 18 4.396
April 7 8 7 11 14 7 8 9 10 10 10 14 13 11 18 12 10 11 8 6 8 10 14 8 2.884
May 13 12 13 12 20 18 18 21 15 19 24 19 18 10 10 17 20 18 12 8 15 20 13 13 4.131
June 15 15 17 12 15 9 20 10 12 9 16 16 13 16 15 17 19 17 12 17 11 14 19 15 3.076
July 11 14 14 15 10 20 14 16 16 16 16 12 16 16 13 16 18 12 15 11 19 16 17 13 2.531

August 16 18 11 8 15 14 8 13 16 21 11 19 19 17 14 20 13 18 11 13 14 9 13 18 3.741
September 9 8 8 11 9 11 15 14 11 14 16 17 11 20 14 13 9 12 11 18 11 15 18 16 3.407

October 5 8 4 6 6 10 8 8 11 7 11 11 16 12 13 13 9 10 6 5 11 13 8 15 3.283
November 0 0 0 0 5 2 1 6 2 2 1 8 11 10 11 11 0 0 0 1 8 6 6 10 4.242
December 0 0 0 0 3 0 0 0 1 2 2 3 5 5 4 12 0 0 0 0 7 6 1 6 3.118

14.833
14.542
12.958
9.417
4.208
2.375

Total
Days
101
157
198
244
378
351
356

Daily
Average

Number of days in kW daily delivery status per month

4.208
6.542
8.250

10.167
15.750
14.625

349
311
226
101
57

Pc Y1=kW/d avg Y2=kW/d dev CV=(S/xbar)100 Y1avg Y2avg
November 55.0014 3.2799 5.9632
November 53.5071 3.1981 5.9769
December 60.2180 3.1584 5.2449
December 57.6961 3.0596 5.3029

January 55.6072 3.0724 5.5252
January 34.8965 2.0559 5.8914

3.2390

3.1090

2.5641

54.2543

58.9570

45.2519

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 696

ISBN 978-9930-541-79-1



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Statistical analysis of the CCD with dual response for November. 

November has a significant behavior of the variable 𝑌𝑌1 in the effects: 𝑋𝑋1, 𝑋𝑋1𝑋𝑋2, 𝑋𝑋2 
and 𝑋𝑋22 which corresponds to the average demand. On the other hand, the variable 𝑌𝑌2 is 
significant in the effects 𝑋𝑋2, 𝑋𝑋1 and 𝑋𝑋22, which corresponds to the standard deviation. 
The adjusted regressive model can be observed in the prediction profile section of Fig. 
3. It should be noted that all statistical analyzes meet significant relationships with α ≤ 
0.05. 

0.5

1

1.5

2

2.5

Y
2
 A

ct
u
a
l

0.5 1 1.5 2 2.5

Y2 Predicted P<.0001

RSq=0.95 RMSE=0.1794

Actual by Predicted Plot

RSquare

RSquare Adj

Root Mean Square Error

Mean of Response

Observations (or Sum Wgts)

0.945431

0.935199

0.179393

1.19749

20

Summary of Fit

Model

Error

C. Total

Source

3

16

19

DF

8.9209520

0.5149085

9.4358605

Sum of

Squares

2.97365

0.03218

Mean Square

92.4017

F Ratio

<.0001 *

Prob > F

Analysis of Variance

Lack Of Fit

Pure Error

Total Error

Source

5

11

16

DF

0.21080526

0.30410320

0.51490846

Sum of

Squares

0.042161

0.027646

Mean Square 1.5250

F Ratio

0.2596

Prob > F

0.9678

Max RSq

Lack Of Fit

Intercept

X1

X2

X2*X2

Term

1.0110241

-0.286433

-0.661428

0.2330827

Estimate

0.05872

0.044848

0.044848

0.053604

Std Error

17.22

-6.39

-14.75

4.35

t Ratio

<.0001 *

<.0001 *

<.0001 *

0.0005 *

Prob>|t|

Parameter Estimates

X2

X1

X2*X2

Term

-0.661428

-0.286433

0.2330827

Estimate

0.044848

0.044848

0.053604

Std Error

-14.75

-6.39

4.35

t Ratio

<.0001 *

<.0001 *

0.0005 *

Prob>|t|

Sorted Parameter Estimates

0.8150117433

Press

0.20186775

Press RMSE

Press

0.5

1

1.5

2

2.5

Y
2

0
.2

9
6
2
4
7

±
0
.1

6
0
7
0
4

-1

-0
.5

0

0
.5

1

1

X1

-1

-0
.5

0

0
.5

1

1

X2

Prediction Profiler

Response Y2

5

10

15

20

25

30

35

40

Y
1
 A

c
tu

a
l

5 10 15 20 25 30 35 40

Y1 Predicted P<.0001

RSq=0.94 RMSE=2.7673

Actual by Predicted Plot

RSquare

RSquare Adj

Root Mean Square Error

Mean of Response

Observations (or Sum Wgts)

0.941973

0.926499

2.767287

16.84999

20

Summary of Fit

Model

Error

C. Total

Source

4

15

19

DF

1864.69984634

114.86812566

1979.56797200

Sum of Squares

466.175

7.658

Mean Square

60.8752

F Ratio

<.0001 *

Prob > F

Analysis of Variance

Intercept

X1

X2

X1*X2

X2*X2

Term

14.1028915175

-5.3523860877

-8.7886096985

2.19179616638

3.43387705492

Estimate

0.905807

0.691822

0.691822

0.978384

0.826885

Std Error

15.57

-7.74

-12.70

2.24

4.15

t Ratio

<.0001 *

<.0001 *

<.0001 *

0.0406 *

0.0009 *

Prob>|t|

Parameter Estimates

X2

X1

X2*X2

X1*X2

Term

-8.78861

-5.352386

3.4338771

2.1917962

Estimate

0.691822

0.691822

0.826885

0.978384

Std Error

-12.70

-7.74

4.15

2.24

t Ratio

<.0001 *

<.0001 *

0.0009 *

0.0406 *

Prob>|t|

Sorted Parameter Estimates

194.05921541

Press

3.11495759

Press RMSE

Press

5

10

15

20

25

30

35

40

Y
1

5
.5

8
7
5
6
9

±
3
.2

4
9
8
2
3

-1

-0
.5

0

0
.5

1

1

X1

-1

-0
.5

0

0
.5

1

1

X2

Prediction Profiler

Response Y1

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 697

ISBN 978-9930-541-79-1



 
Fig. 4. Three-dimensional schematic of the fitted models of 𝑌𝑌1and 𝑌𝑌2. 

The contour plot, Fig. 5., details the demand savings regions. The blue area repre-
sents the lowest demand section required. It is contained between the following points 
(𝑥𝑥1, 𝑥𝑥2): (−0.5,1.2); (0,𝛼𝛼); (1,1);  (𝛼𝛼, 0); (1.3,−0.2); (0.7,0);  (0.5,0.5); (0,0.8) 𝑎𝑎𝑛𝑛𝑎𝑎 (−0.5,1.2) the 
most recommended area is the first quadrant of (𝑥𝑥1, 𝑥𝑥2) ∈  𝐸𝐸2.  

 
Fig. 5. Categories of possible savings in November. 

In November, the region with the least required demand is intermediate in size, De-
cember covers a larger area and January presents a smaller savings section. If you want 
to achieve greater savings, it is recommended to locate the increase decisions in the 
smallest region (January), so the effect in the months of December and November will 
be greater and in January an acceptable one will be reached, on average. Fig. 6 splices 
the 3 previous zones. 
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Fig. 6. Regions with the highest savings in the three months studied. 

 The most recommended area in all three cases is the proximity to point (1,1), that is, 
the first quadrant. Table 8 indicates the requested demand of the three months with the 
modification of 𝑋𝑋1 and 𝑋𝑋2 at that point. 

Table 8. Increased state at point Naa (1,1). 

 
 

The estimated average savings are: November (87.8657%), December (83.5261%) 
and January (74.0453%). Additionally, a significant decrease in the standard deviation 
is achieved. The relative increase in the coefficient of variation (CV) is due to the 
greater decrease in 𝑌𝑌1 compared to the decrease in 𝑌𝑌2. 

4 Conclusions 

The combined effects of the AFVs and the turbine-generator backup power design are 
overall non-linear. This is the rationale behind the use of dual response option response 
surface experimental designs. The expected behavior when both factors increase is 

Naa (1,1) Y1=kW/d avg Y2=kW/d dev CV=(S/xbar)100 Y1avg Y2avg
November 7.0454 0.4833 6.8599
November 6.1213 0.4420 7.2200
December 10.8431 0.7432 6.8542
December 8.5819 0.6484 7.5558

January 11.7550 0.8834 7.5151
January 11.7349 0.8708 7.4202

6.5834 0.4626

9.7125 0.6958

11.7450 0.8771
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found on the main diagonal whose direction is at the points: Pcurrent, Nbb, C, Naa and Pmax. 
However, the analysis offers CEDER the possibility of increasing the local power in a 
given area where it is optimized, minimizing, the dependence on the supplier to ap-
proach energy autonomy. It is notable that the increase in AFV capacities provides bet-
ter results than the increase in storage geometry. 
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Abstract.  

In the future energy system with a high share of renewable sources, the role of 

hydrogen will be essential to deal with the fluctuations in the electricity produc-

tion. Hydrogen is understood as a system capable of storing energy for a later 

use in a controlled way. In this way, surplus electricity coming from renewable 

energies is used for generating hydrogen by the electrolysis process. Once pro-

duced, hydrogen is stored in one of the different underground storage structures 

to be used when needed. In this context, the aim of this research is to provide a 

preliminary evaluation about the potential for underground hydrogen storage in 

the country of Spain, considering the usual geological formations of these sys-

tems (deep aquifers, salt caverns and depleted hydrocarbon fields). The analysis 

of each alternative has allowed highlighting that Spain presents potential loca-

tions where future hydrogen storage could be feasible. Regarding salt caverns, 

this country has high onshore storage capacities, with a total of located 24 cav-

erns.  Furthermore, the Spanish potential of hydrogen storage in aquifers is also 

relevant especially in Tertiary sedimentary basins as the Ebro, Duero and Gua-

dalquivir basins. The storage potential in depleted oil and gas fields is however 

reduced due to the limited hydrocarbon activity of the country.   

Keywords: Renewable energies, Electricity production, Hydrogen, Under-

ground storage, Spain. 

1 Introduction 

The reduction of fossil energy sources with the aim of meeting the climate protection 

International Agreements will inevitably require an increase in the generation of re-

newable energy [1-2]. The progressive growth in the share of variable renewable en-

ergy sources in the global energy mix brings to light the essential role of these sys-
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tems in the future energy sector. However, the intermittency associated to these 

sources means an important obstacle that must be solved through storage technologies 

at different time scales (hourly, daily or seasonal).  Energy storage systems will be 

then indispensable as renewable installations become the major source of energy. In 

this sense, Underground Hydrogen Storage (UHS) could mean an effective solution as 

large-scale storage of energy surplus to deal with seasonal demands [3]. Hydrogen 

can be produced by using the “Power to Gas” concept through electrolysis utilizing 

electricity coming from renewable sources [4]. This gas presents a high energy densi-

ty and can be used in a wide range of applications such as methanation, fueling vehi-

cles or re-electrification. In addition, hydrogen can be also fed into fuel cells to pro-

duce electricity in low generation periods (“Power to Power” concept).  

As in the case of the natural gas, geological formations provide the required ca-

pacity to store the large volumes of hydrogen that could be used to cover the seasonal 

demands with a reasonable cost [5-6]. However, the properties and physical behavior 

of hydrogen are not the same of the natural gas or air. Under the same conditions 

hydrogen has inferior calorific value than the one of the natural gas, its molecular 

weight makes it more susceptible to leakage and its diffusion coefficient in air is four 

times greater than it is for natural gas at standard pressures and temperatures [7-8]. In 

this context, higher storage pressures are required to store the same mass and special 

preventive measures must be taken into account. It is also recommended to consider 

the chemical reactivity since hydrogen gas could affect the structural integrity of steel 

alloys and interact with clay or other minerals of the reservoir that could dissolve 

sulfate minerals, carbonates or feldspars, among others [9-10]. These phenomena 

must be also evaluated to avoid alterations in the reservoir quality such as primary 

flow paths or its preliminary porosity [11]. 

Geological formations usually considered for UHS are caverns in salt deposits 

(lined or unlined caverns in hard rock) and deep porous media such as depleted gas 

and oil fields and saline aquifers [12-13]. While there are numerous researches fo-

cused on the potential of UHS, practical experience for large-scale storage of hydro-

gen gas is limited to salt caverns in four locations worldwide (three of them are locat-

ed in the United States and one in the United Kingdom [14-15]. 

1.1 Underground gas storage in the world 

As already mentioned, an underground gas storage system is an artificially accumula-

tion of gas in the environment at a significant depth (hundreds of meters or more). 

The potential of these facilities derive from the advantages provided: 

 The underground storage systems are easier to integrate with the land-

scape and the existing structures.

 These facilities are less susceptible to fire, military actions or terrorist at-

tacks.

 The construction costs are much lower than the ones associated to surface

structures with similar capacity.
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 Suitable geological structures are commonly available in a large number 

of countries.  

 

The above advantages have contributed to the global expansion of these storages. 

In this way, the number of underground gas storage structures and their capacity have 

grown considerably in the las 100 year, in special in those countries of the Northern 

Hemisphere. As shown in Figure 1, most of these facilities are located in depleted 

hydrocarbon deposits and then in aquifers and salt caverns.  

 

 
Fig. 1. Share of UGS by storage type in the world (2010) [16]. 

 

Additionally, Figure 2 presents the distribution of UGS by regions. As can be ob-

served in the mentioned Figure 2, most UGSs are located in North America (USA and 

Canada) followed by Europe. 

 
 

Fig. 2. Share of UGS by regions (2010) [16]. 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 703

ISBN 978-9930-541-79-1



4 

 

The development of the underground gas storages, especially the hydrogen systems 

considered in this research is quite limited in some European countries, such as Spain. 

For this reason, the aim of this work is to provide an overview of the possibilities of 

constituting effective underground hydrogen storages in Spain. Thus, each of the UHS 

alternatives will be evaluated to estimate the potential of the country within the hy-

drogen storage. The following sections include a description in terms of energy, geo-

logical, lithological and geotechnical information of Spain as well as the analysis of 

each type of underground structure in the country. 

2 Description of the country under study 

2.1 Energy perspectives in Spain 

There is a current need among numerous countries of introducing governmental poli-

cies focused on the transformation of their energy systems. According to the Europe-

an Union Energy and Climate Package, Europe is planned to increase the share of 

renewable generation from 28 % in 2015 to 36 % in 2020, exceeding 50 % in 2050 

[17].  

In Spain, the electricity sector is constituted by a reliable power generation mix in 

the frame of the fossil-renewable transition. The trend in the last ten years clearly 

shows a reduction in the contribution of fossil-based technologies leading to a growth 

of renewable sources, in special the wind and solar power production. This fact is in 

line with the objectives expressed in the Spain’s National Renewable Energy Action 

Plan (2011-2020) [18]. 

Regarding the large power generation (nominal power ≥50 MW), Spanish coal-

fired plants are now part of the Transitional National Plan (2016-2020) [19] that al-

lows them to be exempt from complying with the emission limits of the Directive 

2010/75/EU [20]. After the mentioned plan, all plants exceeding the limit values will 

be obliged to close down. In the context of the nuclear energy, five plants are in oper-

ation, being their licenses expired in the next 11 years.  

Considering now the renewable sector, up to the year 2008, Spain was a global 

leader in the promotion of renewable energy. Wind energy systems progressively 

grew since the mid-1990s, while the number of photovoltaic (PV) installations re-

mained low until 2004 [21]. After that, 2007 brought a boom in solar PV systems, 

rising from 103 MW in 2006 to 544 MW in 2007 and to 2708 MW in 2008. This in-

crease caused the application of several amendments to the renewable energy scheme, 

paying special attention to the solar PV sector [22]. After years of standstill, Spain 

restarted the auctions of renewable electricity in 2017. The following Figure 3 de-

scribes the global electricity production by source for the period 1990-2018 in Spain.  
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Fig. 3. Spanish electricity production by source during the period 1990-2018 [23]. 

In general terms, it can be assumed that Spain has significant overcapacity in its 

electricity system, that is to say, high installed capacity compared to the electricity 

demand. In addition, the Spanish electricity system constitutes an energy island with 

limited possibilities to export the produced energy. All the above causes that nearly 

all the power produced in the country has to be consumed on it.  

In this sense, the management of surplus energy could be achieved in Spain by one 

of the possible alternatives of UHS systems. Focused on this aim, this research pro-

vides a preliminary overview of appropriate sites for UHS in Spain based on the 

available information.  

2.2 Geology and seismic hazards 

It can be assumed that the geology of Spain is hugely diverse, including one of the 

most complete Paleozoic sedimentary successions in Europe. These successions re-

veal a unique Iberian paleogeography influenced by the Atlantic Ocean and by events 

in the Tethys Ocean and Alpine-Himalayan orogeny. The underlying geology has 

been created by Cenozoic events linked to the Alpine orogeny. Apart from the moun-

tainous northern and southern margins of Iberia, the center of Spain is dominated by 

two large Cenozoic basins, drained by the Duero River in the north and the Tajo River 

in the south [24].  

An important concern when considering UHS is the seismic activities of the area 

which could compromise the integrity of the storage system. In Spain, Quaternary and 

Neogene volcanism has appeared in southern, south-central and eastern mainland 

Spain. The most remarkable phenomenon is the Canarias volcanoes which exposes 

one of the most known hot spot related ocean island chains. Beyond this, the seismic 

map of Spain presented in Figure 4 shows that most of the country fall into low haz-

ard zones. However, the potential areas identified in this work must be submitted to 

an arduous analysis that ensures the technical viability of the future system.  
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Fig. 4. Seismicity in the Iberian Peninsula and the vicinity areas [25].  

3 Potential UHS structures 

3.1 Salt caverns 

Salt caverns are commonly considered the most promising underground storage op-

tion due to the low cushion gas requirement, the inter nature of the salt structure and 

the sealing capacity of the rock, which prevent the contamination of the stored hydro-

gen. As already mentioned in the introduction section, there are only a few sites being 

used for hydrogen storage in salt caverns (one in United Kingdom and three more in 

the United States). These projects have, however, proven for decades the technical 

feasibility of underground hydrogen storage systems.   

 

Several authors have investigated the potential for hydrogen storage in under-

ground formations such as the salt caverns, paying special attention to appropriate 

storage locations [26-27]. In particular, The HyUnder project addresses the study of 

caverns for hydrogen storages of 5 European countries; Germany, the Netherlands, 

the United Kingdom, Romania and Spain [28]. Focusing on the particular case of 

Spain, according to this project, this country presents four main locations for UHS. 

These sites were defined by considering the location near wind resources and electric 

and natural gas grids but also because of geological conditions and local hydrogen 

demand [29]. The following Figure 5 shows the potential areas selected in the project.  
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Fig. 5. Spanish salt cavern sites selected in the HyUnder project for underground hydrogen 

storage stablishing a radio of utilization of 250 km [29].  

Since the application of Power to Power or hydrogen re-electrification is not con-

sidered in the HyUnder project, this work also presents a general overview about the 

geological formations (salt caverns) that constitute the country under study and that 

could mean potential future UHS.  

 

Spain is characterized by Mesozoic evaporite deposits covering large areas of the 

subsurface from the Betic Cordillera over the Iberian Range to the northern coast, up 

to the Bay of Biscay. Based on existing prospecting campaigns, the top salt of these 

deposits exceeds depths of 2000 m. Regarding Tertiary evaporitic formations; these 

can be found in the Ebro, Duero and Tagus Basin. The thickness of these halite beds 

is considerable but highly folded facies are present as well as high concentrations of 

anhydrite and gypsum.  

 

When talking about storage potential of salt caverns, three main classifications are 

commonly established: onshore, onshore constrained and offshore. In this way, off-

shore caverns are placed in salt domes under the Sea; whereas the onshore ones are 

those located on land (once applied the eligibility constraints). The constrained cav-

erns are defined considering a constraint of 50 km distance from shore. According to 

published report [28], the highest onshore storage potential is observed in Germany 

(9.45 PWh), followed by Poland (7.24 PWh) and Spain (1.26 PWh), constituting these 

three countries 77 % of the total potential. Hence, Spain has high onshore storage 

capacities, counting with a total of located 24 caverns. However, more than a half of 

these formations are placed less than 50 km from the coast.  
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The most important of all the Spanish salt caverns is known as the Salt Mountain 

of Cardona in Catalonia. It is in the shape of an elongated ellipse and has an area of 

1.800 m long by 600 wide and an area of approximately 100 hectares. These caverns 

are constituted in some areas by a layer of salt of approximately 300 meters of thick-

ness, constituting an excellent site for hydrogen storage. 

 

The total storage capacity of Spain has been then estimated in 1.26 PWh of hydro-

gen, being all this potential onshore. In the case of offshore storage, Norway leads the 

European countries with 7.5 PWh-H2 of storage potential for caverns in the high seas, 

all in the North Sea. The following Figure 6 summarizes the global cavern storage 

capacity for several European countries, including Spain.  

 

 

Fig. 6. Total cavern storage capacity for different European countries, including the one con-

sidered in this research [31].  

3.2 Saline aquifers  

Saline aquifers constitute geological structures distributed worldwide that present 

large potential storage capacity (around hundreds of Mm
3
). Despite these formations 

accumulate the majority of the natural gas storage in the subsurface, at date there are 

not pure hydrogen storages. Different aquifers are however being used to store town 

gas (with around 50 % of H2 and 50 % of CH4) in Germany, France and in the Czech 

Republic [32]. These experiences confirm that storage in deep aquifers is a cost-

effective option and a promising alternative for seasonal hydrogen storage.  
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A potential underground storage formation must be constituted by impervious 

overlaying seal that ensure the confinement of the injected fluid and prevent the mi-

gration of the gas to the surface. The aquifer requires also having enough capacity and 

high permeability to allow the migration of the gas and to dissipate the pressure. The 

best situation is that in which the structure is located in appropriate tectonic traps such 

as domes to recovery the hydrogen in a high quality way.  

 

When analysing the effective gas storage capacity of deep aquifers, the expression 

presented in Equation 1 can be used [33].  

   

    𝐶𝑇 = 𝐴 · ℎ · ∅ ·  𝜌𝐺 · 𝑆𝑒𝑓𝑓         (1) 

 

Where:  

𝐶𝑇 = total effective storage capacity (t) 

A = area covered by regional aquifer (m
2
) 

h = average height of aquifer · average net to gross ratio (m) 

∅ = average reservoir porosity (%) 

𝜌𝐺  = density of the gas at reservoir conditions (t/m
3
) 

𝑆𝑒𝑓𝑓 = storage efficiency (% of pores expected to be filled with the gas) 

 

From Equation 1, the EU GeoCacity project estimated the gas storage capacity of 

different basins belonging to European countries, as Spain. This project was focused 

on the evaluation of three main areas [34]: 

 Iberian  Massif 

Covering  the  Western  part  of  Spain  and  almost  the  whole  territory  of  

Portugal, it is constituted by  Palaeozoic  materials  affected  by  Hercinian  

tectonics. In this area, it is common to identify igneous and metamorphic 

rocks, along with faults, steep folding and compression. From the results of 

this analysis, this region was discarded as storage for CO2 and therefore it 

will be probably rejected for storing hydrogen. 

 Alpine  mountain  ranges 

Three main  mountains  were  formed  during  the Alpine  movements: The  

Pyrenees  and  Cantabrian  Mountains  in  the  North  with  an  E-W  strike,  

the  Iberian  Mountains  in  central  Spain  with  NW-SE  strike  and  the  

Betican  Chain  on  the  Mediterranean  coast  with  a  SW-NE strike. This 

area has been considered appropriate for the gas storage, in special in those 

formations with sandstones and karstic carbonates.  

 Cenozoic  Basins 

This kind of deposits is present in areas of great Iberian rivers (Ebro, Tajo, 

Duero and Guadalquivir). Prospecting analysis have shown that the thickness  

of  sediments  in  some  of these regions is  over  5.000 m,  including depos-

its  of  sands,  sandstones  and  karstic  carbonates  filled  with  salty  water.  

The characteristics and conditions of these deposits denote that the structures 

could constitute potential hydrogen storage.  
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In summary, in the case of Spain, the principal potential storage aquifers have been 

found in Tertiary sedimentary basins as the Ebro, Duero and Guadalquivir basins. In 

particular, in the Duero basin different structures have been identified for gas storage 

in previous carbon storage projects. The formations are located in the NW margin of 

the basin, close to the boundary with the Basque-Cantabrian basin. As described be-

low, different Spanish projects and researches are addressing the evaluation of deep 

aquifers for CO2 storage and could be the basis for the future UHS. 

 

- In the north of Spain (Asturias), Palaeozoic sedimentary basins constituted by 

carbonated and siliciclastic aquifer formations are considered potential reser-

voirs of great thickness and suitable cap rocks in Carboniferous and Devonian 

materials [35].  

- In the southeast of Spain, the Gañuelas-Mazarrón Tertiary basin hosts a deep 

saline CO2-rich aquifer, being catalogued as a natural analogue for gas storage 

and recovery. 

- The Utrillas formation (Teruel) in the San Pedro Dome saline aquifer has been 

numerically evaluated through computer simulations showing that the struc-

ture could be operated with optimal recovery ratios for seasonal energy de-

mands. The formation is hosted by quartz-rich Albian sandstones, with high 

permeability (1 × 10
−13

 m
2
), high salinities (>50,000 ppm of total dissolved 

solids) and thickness up to 350 m in the top of the dome, being the porosity of 

the sandstones in the ranges of 13-20 %. On top of that, the formation is cov-

ered by low permeable rocks of Late Cretaceous age that ensure the isolation 

of the stored gas [36].  

- Another Spanish CO2 storage prospecting project in deep aquifers is The Hon-

tomín URL led by the Fundación Ciudad de la Energía – CIUDEN. The Hon-

tomín site (Burgos) is located in the southern sector of the Basque-Cantabrian 

Basin. The mentioned project has allowed defining the boundaries of the sa-

line aquifer and identifying the most probable leakage pathways [37]. 

 

3.3 Depleted petroleum and gas fields 

Depleted hydrocarbon deposits are geological structures usually adapted as gas stor-

age facilities. These formations consist of a reservoir (hydrocarbons accumulated in 

the pore space of the rocks), a seal and an underlying aquifer.  

Nowadays, depleted gas deposits are the most common option of underground 

storage sites. In this sense, costs may be reduced when adapting the deposits to the 

needs of underground hydrogen storage. The main advantage of these structures is 

that they were well recognised during the exploration and exploitation phases. Thus, 

as the original gas remained in the deposit for millions of year, its tightness is already 

guaranteed.  

Regarding depleted oil deposits, they are not very common at underground gas 

storage facilities. The principal reason is that the large amounts of hydrogen could 

enter into chemical reactions with the residual oil. Hydrogen could, in this way, be-

come converted into methane, dissolve in the oil and become irreversibly lost.  

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 710

ISBN 978-9930-541-79-1

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/tertiary
https://www.sciencedirect.com/topics/materials-science/sandstone
https://www.sciencedirect.com/topics/chemistry/salinity
https://www.sciencedirect.com/topics/engineering/cretaceous-age


11 

Focusing now in the country under study, first of all, it is important to highlight 

that Spain cannot be considered a prolific hydrocarbon country. Several deposits have 

been discovered, the first of which was oil, in 1964, in Ayoluengo (Burgos), and the 

later ones in the Mediterranean Sea, the Gulf of Valencia, the Cantabrian Sea, the 

Guadalquivir Valley and the Gulf of Cadiz.  

The hydrocarbon exploration in Spain started in the early 20
th

 century. In this con-

text, 708 exploration wells have been drilled; 438 onshore and 270 offshore, 126 in 

the Mediterranean and 144 in the Atlantic. In spite of these exploration experiences, 

only 20 have been used for production.  

There are currently five oil wells in production that contribute 0.15 % to the coun-

try’s global demand. The production of these sites is progressively decreasing and is 

expected to be nil in the near future. Table 1 includes the production of the last twelve 

months of the five hydrocarbon wells currently operating in Spain. 

Table 1. Spanish hydrocarbon wells currently in production. 

Hydrocarbon well Last 12 months production (kt) 

Boquerón 17 

Casablanca 45 

Montanazo-Lubina 8 

Rodaballo 2 

Viura* 8 

TOTAL PRODUCTION 80 

* Mainly natural gas production 

Additionally, in Figure 7 it is possible to observe the decreasing evolution of the 

hydrocarbon production in Spain for the period 1965-2015. 
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Fig. 7. Evolution of the gas and oil production is Spain 1960-2015 [38]. 

It is also important to mention that the new Spanish climate regulation prohibits the 

research and exploration activities of new hydrocarbon sites both in the marine and 

terrestrial subsoil. The prohibition of new permits does not affect, however, current 

applications in process.  

4 Discussion  

The analysis performed in the previous sections is crucial for identifying the real po-

tential of the Spanish geological structures to become underground hydrogen storage. 

The experience of the country in storing other gases, such as the natural gas or the 

CO2, means a valuable starting point to define the possibilities in the context of the 

hydrogen storage. Based on the information previously provided, the following state-

ments can be deduced: 

 The analysis of the energy perspectives in Spain shows that derived from the 

rising renewable electricity production, underground energy storages will be 

key for effective energy transition.  

 From the existing experience in the natural gas storage, UHS is considered as 

a promising future option in the near future of the country. 

 Among the geological structures considered as UHS, salt caverns and deep 

aquifers stand out in the country over the depleted hydrocarbon fields.  

 Regarding the potential of storing hydrogen in salt caverns, previous works 

point out that Spain presents four principal locations for UHS, in the north, 

northeast, east and south of the country. On top of that, Spain is the third 

country with the highest onshore storage capacities in this kind of formations 

(counting with 24 caverns). 

 Considering now the underground storage in saline aquifers, the most rele-

vant potential of Spain has been found in Tertiary sediments basins, as the 

Duero, Ebro and Guadalquivir basins. However, other areas such as the for-

mations of sandstones and karstic carbonates in the alpine mountain ranges 

could also constitute suitable gas storage structures. The high number of pro-

jects in the field of the CO2 in the country lays the foundations for the future 

hydrogen storage in these formations.   

 Concerning the depleted hydrocarbon fields, since Spain is not a prolific gas 

and petroleum country, the possibilities of using these structures as UHS is 

limited. Despite this fact, the wells that were in production (around 20) and 

are now depleted, constitute a promising structure with known storage condi-

tions. In addition, the five fields currently operating in Spain are expected to 

be close down in the near future, so they will also constitute possible struc-

tures for the underground hydrogen storage.  
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5 Conclusions 

The Spanish scenario for the year 2030 includes the replacement of a considerable 

amount of installed power from conventional sources with renewable energy systems. 

Derived from the generation of renewable electricity, the country will be obliged to 

face an important surplus of energy in spring and summer. Moreover, by the year 

2050, the objective of Spain is to achieve 100 % renewable power generation. Having 

this information in mind, it is obvious that the seasonal energy storage will have to be 

complemented in order to avoid the need of importing so much natural gas in the cold 

months. In this sense, the use of hydrogen as underground energy storage will become 

essential in the near future of Spain. 

This work analyzes the feasibility of UHS in the country of Spain by considering 

the usual geological structures (salt caverns, deep aquifers and depleted oil and natu-

ral gas deposits). Results clearly indicate that several rock structures in the country 

are favorable for the future storage of hydrogen. Numerous salt caverns are present 

with high onshore store capacities as well as the deep aquifers of the Tertiary sedi-

mentary basins. Depleted hydrocarbon fields, although limited, could also constitute a 

defined reservoir for the underground hydrogen storage.  

Further work is required in this field to study in-depth not only the geological and 

technical possibilities of the UHS but also the economic concern (proximity to renew-

able power installations and energy demand) that will ultimately define the global 

feasibility of the system.  

This work highly contributes to the green environment and renewable energies 

development in the context of getting a sustainable future within the field of smart 

cities, the topic of the ICSC-CITIES 2020 Congress.  
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Abstract. This work summarizes cases of defects in the design and execution 

process of low enthalpy geothermal systems. It is based on the research experi-

ence and the review and design of facilities and processes carried out in the 

TIDOP research group of the University of Salamanca during the last 4 years. A 

detailed report is presented of the observed cases as well as their frequency, also 

mitigation and remedial measures are proposed when this is possible. The im-

portance of refining all the design and execution techniques of these systems to 

favor their large-scale implementation is also highlighted. This implementation 

is increasingly necessary in a scenario of electrification of heating/cooling sys-

tems to contribute to the reduction of greenhouse gases, taking into account the 

horizon set by the European Union for the coming years.  

Keywords: Well Field Design, Cases, Geological Affection, Soil Depletion, 

Pipes and Grouting.  

1 Introduction 

A new emissions target for the year 2030 will be proposed by the European Union, it 

is expected that it is proposed to increase the reduction of greenhouse gases from the 

40% currently proposed to at least 55% [1]. 

In this scenario, the emission reduction in the heating/cooling sector could play a 

very important role, taking into account that this sector is responsible of the 36% of the 

CO2 emissions in the E.U. [2]. Here heat pump based cooling/heating systems could 

become the key in the decarbonization upcoming process. 

It is expected to see an increasing growth in the spread of the low enthalpy geother-

mal systems thorough most of the European countries as well as the aerothermal energy 

installations (heat pump systems which extract energy from the surrounding air). So 

may be interesting to make a review of some different fail cases that could affect the 

performance of these systems. To make a short briefing about the things that can go 

wrong when designing this type of installations as well as during the construction phase. 

When compiling the different possibilities described in this work, its nature, its ob-

served frequency as well as its impact on the performance and operation of the facility 
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have been described. In addition, measures have been proposed to reduce the risk of 

appearance of the different failures, as well as ways to solve the problem when this is 

possible. 

It will be noted that the percentages of frequencies in the different cases are some-

times given in an approximate manner. This is due to the fact that in most cases it has 

not been possible to carry out an exhaustive follow-up of the geothermal installations 

involved since it is in private areas with very limited access by the researchers. What 

has been collected is the fruit of the observations that have been made when it has been 

possible to get access to the installations or it´s data. 

The motivation of this work is to contribute in the development of policies of good 

practices that favor the reduction of the errors that are described here. It is necessary to 

reduce the percentage of low-enthalpy geothermal installations that fail in the first years 

of operation, as this is a brake on the popularization of these heating systems that will 

be important in the future.  

 

2  Cases  

Before entering the revision of the different possibilities founded in the designing pro-

cess or in the construction step of the geothermal systems, it seems important to stablish 

how is considered that a well-designed system looks like. The key in designing low 

enthalpy geothermal systems is to have accurate data about the thermal properties of 

the ground, after that the thermal needs to be provided by the ground are considered 

and then the dimensioning process of the ground heat exchanger is done through a sim-

ulation of the geothermal fluid temperature during no less than 25 years in order to 

discern if that temperature stabilizes above the minimum accepted temperature fixed 

by the designer. In fig. 1 a success case in the temperature stabilization can be observed. 

 

 
Fig. 1. Fluid temperature evolution (25 years). “Earth Energy Designer” (EED) software, devel-

oped by Blocon Software. 
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Notice in Fig. 1 that the temperature restriction for the fluid is 0 ⁰C, hence the fluid 

does not surpass that lower limit and tends to stabilize above it. 

  

Now, in Table 1 a summary of the different failure cases found during the years of 

investigation and in situ analysis of different low enthalpy geothermal systems. More 

critical fails are at the top and as the list goes down, the severity of the failures de-

creases. 

   Table 1. Different failures in low enthalpy geothermal systems. 

Case Description Impact Level of severity 

A Geological affection of the area 
Local changes in the ground shape and 

properties 
Very high 

B 

Loss of wells due to fluid leaks in geother-

mal pipes (with installation in operation 

phase). 

From loss of efficiency in the heat pump 

to exhaustion of the soil by reducing the 

length of the effective heat exchanger. 

From low to high 

C Well collapse during the drilling process 
It can extend the duration of the drilling 

work as well as make it more expensive. 
Medium-high 

D 
Failures concerning the overestimation of 

the thermal properties of the ground 

Soil thermal depletion for under sizing of 

exchanger length  
Medium-High 

E 
All failures concerning pipe installing and 

grouting. Including pressure tests. 

Pipe replacing could be needed, bad 

grouting selection. 
Medium 

F 
Failures concerning the underestimation of 

the thermal properties of the ground 

Increase in initial investment costs. Re-

duction of energy consumption due to an 

increase in the COP of the heat pump.  

Low 

 

 

The frequency of appearance of the different events in table 1 can also be considered 

ascending from the rarities (case A) to the most common, and to a certain extent admit-

ted, cases F. 

 

3 Case discussion 

In this section, a brief discussion of the different cases from Table 1 will be presented. 

Known and especially paradigmatic cases of each case considered will be cited and an 

estimate of the frequency of appearance will be made based on the experience of the 

research team. 

3.1 Case A 

The geological affection of the area due to geothermal drilling is an extremely rare 

event. There is only one case widely recognized by the scientific community dedicated 

to the research in the field of low enthalpy geothermal energy.  
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It is interesting to know the case of the city of Staufen im Breisgau, in the German 

Black Forest region, where geothermal perforations were made that were not filled 

quickly enough. There was a swelling of an anhydrite layer that encountered the water. 

This has produced changes in the terrain that have damaged more than 270 buildings in 

the historic city. Fig. 2. shows the situation of some buildings in the city as well as the 

geological scheme of the swelling. 

  

 
Fig. 2. Staufen im Breisgau. Geological scheme. Situation of some buildings of the town. 

As we can see, a study of the geology of the place where a geothermal catchment 

field is to be installed is of paramount importance. In addition to taking the proper pre-

cautions in terms of sealing times of the boreholes. 

The frequency of events of this type is extremely low, considering that one has oc-

curred in Europe among hundreds of thousands of installations [3]. 

3.2 Case B 

In case B the loss of wells due to fluid leaks in geo-thermal pipes when the installation 

is in the operational phase could cause loss of efficiency in the heat pump in the less 

important of the cases. If a critical loss of length of the heat exchanger occurs, the ex-

haustion of the soil could happen. This is a critical fail of the well field. 

As a guide to avoid the deterioration of the pipes throughout the useful life of the 

geothermal installation, we can recommend a series of measures. The materials used in 

the construction of the geothermal exchanger must be resistant to corrosion and ade-

quate to the working pressures and temperatures. The AENOR UNE 100715-1: 2014 

standard establishes a duration of the exchanger of at least 50 years. If we use polyeth-

ylene pipes, it is recommended that they have at least the characteristics of PE 100 PN 

16 SDR 11. 

Is highly recommend that geothermal probes should be made of a single piece, if at 

all except for the “U” or probe foot that must be factory-assembled and with its corre-

sponding pressure test performed. 

It is advisable to also require a PN 16 for buried sleeves, connections, and other 

accessories. 
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When installing vertical geothermal pipes, the lowering of the exchanger must be 

carried out with special care. This maneuver seems to be the source of all kinds of 

problems that are revealed later in the mandatory pressure tests. Not carrying out these 

pressure tests is a very serious irresponsibility towards the client, let us think that we 

are putting the well operation at risk. In general, a geothermal well that loses fluid is a 

problem that has no easy solution, beyond bridging that well. 

It is strongly recommended to use a winch or similar device, which must have a 

brake mechanism to control the descent maneuver. 

Fig. 3. Geothermal pipe-controlled descent. Comfortworks, Inc. Goldsby, Oklahoma, U.S.A. 

Of the dozen geothermal facilities in operation reviewed by the research team in the 

region, one presented this type of failure after two years of operation. There was a loss 

of three of the four wells it had, the thermal performance of the installation was de-

creasing until it reached the operating limit of the heat pump. 

In addition to following the recommendations of the UNE-EN standard mentioned 

above in the installation of the pipes and their manufacture, it is recommended to drill 

reserve wells if the budget and the size of the installation allow it. 

3.3 Case C 

The well collapse during the drilling process can extend the duration of the drilling 

work as well and make it more expensive. 

The solution is a good geotechnical characterization of the ground in the phase prior to 

the selection of the drilling method.  

Various geophysical methods have been proposed to overcome this obstacle. Per-

haps the most complete solution is the production of a 3-D model of the whole well 

field for the selection of the drilling method, as well as the location of the boreholes 

[4]. 

With rare exceptions, this failure would not jeopardize the viability of the installa-

tion, but it can significantly increase its initial cost. We are not aware of this having 

happened when drilling for the geothermal facilities we have reviewed in the region. 
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3.4 Case D 

Failures concerning the overestimation of the thermal properties of the ground may 

led to soil thermal depletion for under-sizing of the length of the ground heat exchanger. 

Of all the magnitudes necessary for determining the thermal properties of the ground, 

the most important one is thermal conductivity when sizing the well field of low en-

thalpy geothermal facilities [5].  The ways of approaching the determination of this 

parameter are varied. From the consultation of geological maps and tables of properties 

of materials, for the most modest facilities, until the realization of geophysical prospec-

tions [6] and thermal response tests (TRT) of the terrain for the largest facilities that 

allow justifying a significant economic investment in this type of tests. 

The standardization institutions in Europe recommend carrying out TRTs from in-

stallations greater than 70 kW of installed thermal power. For lower powers they pro-

vide tables with estimates of the thermal properties of different geologies to roughly 

derive the thermal conductivity there [7]. 

The errors in the determination of the thermal conductivity in the case of resorting 

to queries in databases on the geology of the place and tables with properties of the 

different materials are difficult to estimate. As for the deviations that we can commit 

when performing TRTs and geophysical tests, numerous studies have been done and 

here we present some results obtained (Table 2). 

 

Table 2. Methods and devices for thermal conductivity testing and their correspondent errors. 

Method/Device Error (%) 

Lab measurement of thermal conductivity 

on samples (KD2-PRO device) 
10 

Electrical Resistivity Tomography. 

2d profile software processed (RES2DINV 

Geotomo Software, 2019). 

16 

Thermal response test (standard heat 

injection device) * 

5 

* Witte, H. J. (2013). Error analysis of thermal response tests. Applied Energy, 109, 

302-311. 

  

A series of design simulations of geothermal facilities of different sizes with differ-

ent associated thermal conductivities of the ground will be carried out, to see how the 

variation of this parameter affects the length of the well field. This can give us an idea 

of the important deviation that we commit if we overestimate this parameter at the cal-

culus stage of these facilities. 

These series of simulations of the design of geothermal well fields have been carried 

out with the help of the newly developed GES-CAL software [8]. 

 GES–CAL is a computer tool for assessing the technical calculation of closed-loop 

geothermal systems. It has been created in the Python IDE PyCharm, using the QT 

Designer framework by the TIDOP research group inside the cartographic and land 

engineering department of the university of Salamanca (Spain). 
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 This software tool GES–CAL has evolved out of the previous background in the 

field of the research group developed through laboratory tests and experimental field 

works. 

The calculation of the geothermal pipe length derives from the implementation of 

the expressions described in Equations 1 and 2, for heating and cooling mode respec-

tively according to recommendations in designing these systems by the Spanish energy 

administration [9]. 

 

              𝐿ℎ =  
𝐸𝑑ℎ· 

𝐶𝑂𝑃ℎ−1

𝐶𝑂𝑃ℎ
 (𝑅𝑝+𝑅𝑠·𝐹𝑠)

𝑇𝐿−𝑇𝑀𝐼𝑁
    (1) 

 

              𝐿𝑐 =  
𝐸𝑑𝑐· 

𝐶𝑂𝑃𝑐−1

𝐶𝑂𝑃𝑐
 (𝑅𝑝+𝑅𝑠·𝐹𝑠)

𝑇𝑀𝐴𝑋−𝑇𝐻
    (2) 

 

Parameters from Eq. 1 and 2 are as follow: 

 

                                                    𝑅𝑝 =  
1

2·𝜋· 𝑘𝑝
· (

𝐷0

𝐷1
)                       (3) 

                                           𝑅𝑠 = 1/4𝜋𝜆𝐸𝑖(−𝑟2/(4𝛼𝑡))        (4) 

                 𝐹𝑠 =  
𝐸𝑑ℎ 𝑜𝑟 𝐸𝑑𝑐

𝐻𝑃𝑝𝑤
                               (5) 

𝑇𝐿(𝑋𝑠) =  𝑇𝑚 − 𝐴𝑠 · 𝑒
(−𝑋𝑠√

𝜋

365·𝛼
)
           (6) 

𝑇𝐻(𝑋𝑠) =  𝑇𝑚 + 𝐴𝑠 · 𝑒
(−𝑋𝑠√

𝜋

365·𝛼
)
        (7) 

Where: 

 

Lh          Total pipe length in heating mode (m) 

Edh     Energy demand in heating mode (kWh) 

COPh Heat pump coefficient of performance in heating mode 

Rp          Pipes resistance factor 

Rs               Ground resistance factor 

Fs               Utilization factor 

TL              Ground minimum temperature (°C) 

TMIN       Inlet minimum temperature (°C) 

Lc          Total pipe length in cooling mode (m) 

Edc     Energy demand in cooling mode (kWh) 

COPc Heat pump coefficient of performance in cooling mode 

TMAX        Outlet maximum temperature (°C) 

TH              Ground maximum temperature (°C) 

kp         Thermal conductivity of the pipe material (W/m·K) 
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D0         External diameter of the pipe (m) 

D1         Internal diameter of the pipe (m) 

𝜆      Ground thermal conductivity (W/m·K) 

Ei         Exponential integral function  

α      Ground thermal diffusivity (m2/s) 

r      Pipe radius (m) 

t     Operational period of the pipe (s) 

 

As can be seen by the equations above, GES–CAL requires the introduction of some 

specific initial conditions of the shallow geothermal system. This required information 

refers to the space energy demand, the heat pump working properties, the ground ther-

mal conductivity and the heat exchangers configuration selected (GESs-Cal is capable 

of working with many different geothermal systems like horizontal, helical, etc. Here 

only vertical well is going to be considered). 

In Table 3 we have the different parameters introduced in GES-CAL and the corre-

spondent lengths of the geothermal pipes calculated by the software. 

 

   

Table 3. GES-CAL design of the different cases. 

Installation 
Thermal needs 

(MWh/year) 
Design 

Ground thermal conductivity 

(W·m-1·K-1) 

Length of the geothermal 

pipe (m) 

1 20 
a 2.3 141 

b 1.7 183 

2 45 
a 2.3 305 

b 1.7 397 

3 70 
a 2.3 467 

b 1.7 607 

 

As can be seen in Table 3, three facilities of different sizes (20, 45 and 70 MWh / 

year) have been selected, representing 3 common sizes of this type of installations (sin-

gle-family house, small business and medium commercial building for example). It was 

considered that an investigation of the geology of the place and consultation of tables 

for the determination of the thermal conductivity of the ground would have yielded a 

result of 2.3 W / m·K, however, having carried out a TRT, the real conductivity would 

be 1.7 W / m·K (due to different factors such as rock fracturing, etc.). The different 

lengths for the geothermal exchanger in each case are shown in the last column. There 

we can see the differences. 

In Figure 4 the results for case 1a as showed by GES-CAL are presented. Notice the 

different possibilities it offers for the design of the well field. All of them emerging 

from the pipe length calculated for these conditions. 
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Fig. 4. GES-CAL results output for case 1a. 

In Figure 5 the graphic shows the different lengths for each one of the designs in 

Table 3. 

 

 
Fig. 5. Different lengths for the geothermal well fields in the different designs from Table 3. 

For a 35% decrease in thermal conductivity, an increase of the order of 30% is ob-

served in all cases in the design of the length of the geothermal exchangers. 

 

A 30% difference in length is large enough to observe a drop in the performance of 

the geothermal installation, culminating in the final stoppage in the operation of the 

heat pump due to the plunge of the fluid´s temperature beyond what admits the evapo-

rator of the device. 
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This flaw in the design of low enthalpy heat pump geothermal systems could be 

much more common than we know now. This is due to the fact that most of the facilities 

that have been studied in the research group are too new to present total depletion of 

the ground, however in 20% of them some type of excessively marked loss of perfor-

mance is already observed, which can make us think that insufficient dimensioning in 

the well field has occurred. 

 

The solution for this type of failure is to carry out a TRT (or other similar tests) 

where the initial budget of the installation allows it, in addition to taking into account 

the possible error of these tests shown in Table 2. Once the installation is in operation 

and an excessively sharp drop in performance is observed that makes us suspect an 

error of the type that we are considering, the solution is to carry out new boreholes to 

increase the dimensioning of the well field in such a way that we avoid thermal deple-

tion of the ground. 

3.5 Case E 

Failures concerning pipe installing and grouting considered in the construction phase 

of the well field are considered in this case, failures in geothermal pipes when the geo-

thermal system is already in operation belong to case B. Some important defects found 

in the facilities that pertain to this case are failures in pressure tests, bad grouting selec-

tion and errors in the pipe descent process. Pipe and grout replacing could be needed. 

Failure to do on-site pressure testing for geothermal pipes can be considered gross 

negligence in the process. Probe replacement implies a delay in the delivery of the fin-

ished installation and an increase in costs, but it is essential to guarantee the proper 

functioning of the installation in the long term. 

Poor selection of borehole thermal grouting can negatively influence the energy per-

formance of the facility. It cannot be considered a defect that puts the operation of the 

system at risk, but it entails long-term economic and environmental losses. There are 

customs among probe installers such as filling with water and bentonite, which should 

be banished in this sector due to its poor thermal performance [10]. 

According to our experience, the inadequate selection of the filling material occurs 

in 30% of the cases, the lack of in-situ pressure tests of the probes is not declared and 

the pressure failures in the pipes when installing them represents around 5 % of the 

cases. 

3.6 Case F 

Failures concerning the underestimation of the thermal properties of the ground are the 

most common of all. The increase in initial investment costs represents the main draw-

back, however, the reduction of energy consumption due to an increase in the COP of 

the heat pump somehow makes up for this. 

If the oversizing of the length of the geothermal exchanger is not above 15%, this 

can be considered not as a design flaw, but rather as the installation being designed 

within the safety limits. 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 725

ISBN 978-9930-541-79-1



It is difficult to estimate the number of installations in which this oversizing can be 

considered a failure. The clue to suspect that this has happened is a heat pump's thermal 

performance well above expectations. This has not occurred in any of the facilities re-

viewed by the team. 

4 Summary and Conclusions 

An attempt has been made to provide a report with the faults found in real installations 

to promote good practices when making and designing this type of installations. Meth-

ods have been proposed to try to avoid these failures as well as ways to fix them when 

they occur (if this is possible). 

Table 4 presents a summary of the casuistry found. It should be taken into account 

that the sample space is quite small, but on the other hand, the results have been col-

lected first-hand and, in this type of facility, it is difficult to collect data of this type. 

Table 4. Summary of the frequency found in the different cases. 

Case Description Frequency found (%) 

A Geological affection of the area 

Very low (one case 

known in Europe so 

far)  

B 

Loss of wells due to fluid leaks in geother-

mal pipes (with installation in operation 

phase). 

8 % 

C Well collapse during the drilling process --- 

D 
Failures concerning the overestimation of 

the thermal properties of the ground 
20 % 

E 
All failures concerning pipe installing and 

grouting. Including pressure tests. 

30 % in grouting se-

lection, 5 % in pipes 

replacement. 

F 
Failures concerning the underestimation of 

the thermal properties of the ground 
--- 

 

All the failures described, perhaps with the exception of case F, have a very negative 

impact on the spread of this type of systems in the energy market for cooling/heating 

systems. The efforts made by the agents involved in the sector seem to be having a 

positive, albeit slow, effect on the dissemination of good practices for professionals in 

the sector. 

With the good insights that are presented for this sector, it is important to refine as 

much as possible the design and installation techniques of these systems. It is hoped 

that this work will be useful as a reference to avoid the cases described in it in the future. 
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Abstract. Venezuela is known as a country with great fossil resources and for 

its hydroelectric plants. Generally, greenhouse gas emissions are attributed to 

non-renewable sources. However, from the reports of the Intergovernmental 

Panel on Climate Change (IPCC) for the years 2007 and 2013, a methodology 

is derived to estimate methane gas emissions from flooded lands, which include 

the freshwater reservoirs used for the water reservoirs of these electric plants, 

since it has a greater global warming potential than CO2. As of 2016, studies 

have been carried out in different reservoirs around the world, showing that the 

highest proportions of emissions are found in the tropical and temperate areas 

of Canada. This represents the first study for the country, which has nine water 

reservoirs. Emissions in water reservoirs are from three sources: diffusers, 

bubbles and degassing. For the present study, the diffusers are estimated, since 

the climate in the region is tropical dry or temperate humid, without the 

presence of ice in the year. In the methodology, the surfaces of the water 

reservoirs are estimated with the Google Earth tool. The results show that Guri, 

with a surface area of 417,620 ha, emits 44.9672 GgCH4 / year. However, it is 

included among those with the lowest energy density (2.45 MW / km²). It is 

evident that the emissions are not strictly proportional to the surface, but rather 

depend significantly on its geographical location. 

Keywords: Methane emissions, water reservoirs, Venezuela. 

1 Introduction 

The close relationship between the development of countries and the consumption of 

electricity makes its supply essential [1]. However, the generation of energy from 

fossil fuels and its environmental impacts has been questioned as a way of life in 
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society. The Fourth Report of the Intergovernmental Panel on Climate Change (IPCC) 

of 2007 [2] establishes that climate change is "unequivocal" and that it is mainly due 

to anthropogenic actions such as deforestation and the activities of the transport, 

power generation, industrial sectors and others. With a high degree of certainty, the 

cause of global warming and climate change is the increase in the concentration of 

greenhouse gases (GHG) in the Earth's atmosphere. These bring the rise in global 

average temperatures of the air and oceans, the widespread melting of snow and ice 

and the rise in sea levels. [2] [3] [4].  
GHG and other gas emissions are generally attributed to fossil fuel power 

generation [5] [6] [7]. However, renewable and hydroelectric sources of supply are 

considered free of these emissions during their operation. But, for the first time, 

Appendix 3 of the 2006 IPCC report [8] warns of a future methodological 

development to estimate methane (CH4) emissions from flooded lands. For 2013, the 

fifth IPCC report [9] indicates that 16% of anthropogenic emissions correspond to 

CH4.  

The CH4 is considered a GHG with greater potential than CO2 [10]. It is important 

to highlight that it is responsible for 90% of global warming, when the effect is 

estimated over a 20-year time horizon [11]. CH4 is formed by various causes, one of 

them being the decomposition of organic matter in freshwater wetlands [12], 

hydroelectric reservoirs [13] [11] [14], rice crops [15] and others. Emissions depend 
on the age and depth of the reservoirs, land uses before the flood, climate and others 

[8] and, unlike CO2, are variable both spatially and temporally.

In the case of the water reservoirs used for the reservoirs of hydroelectric power

plants, three types of GHG are emitted, with an important impact on climate change, 

but generally ignored, CO2, CH4 and nitrous oxide (N2O) [16]. CH4 emissions depend 

mainly on the geographic location and climate where the water reservoir is located. 

Especially in power plants in tropical regions [17] [18] “with the highest emission 

rates in the tropical Amazon region” [13] and “the temperate zone of Canada” [16] 

additionally, it is being favored by the age of the water reservoir [14]. 

According to the International Commission of Large Water Reservoirs (ICOLD) 

[19], of 741 large hydroelectric plants greater than 10 MW, GHG emissions have 
been measured only in 18, in the tropics, that is, in the countries Australia, Brazil, 

France and Panama [17] [18]. Additionally the IDB report for 2016 shows estimates 

in the countries of Guatemala, Belize, El Salvador, Honduras, Nicaragua and Costa 

Rica and Panama [11]. Even in Colombia [17] and Ecuador [18] similar studies have 

been carried out to estimate similar water reservoirs. However, Venezuela is the 

country in the world that has the third largest water reservoir, after the Three Gorges 

in China and Itaipu in Paraguay, in addition to others, smaller, for a total of nine. 

Venezuela has an installed capacity of 15,137 MW in hydroelectric generation, 

which represents 48.77% of the country's total installed capacity for the year 2015 

[20]. For 2019, a total of 84.9 TWh of energy was consumed in the country, of which 

0.56 exajoules is based on its hydroelectric resources [21]. 
Within this framework, the purpose of this work is to estimate CH4 emissions 

from the nine reservoirs associated with the hydroelectric generation plants located in 

Venezuela. Additionally, it is pointed out that similar work has not been done in the 

country under study, making the information provided relevant with additional use as 

support material when establishing research with shared characteristics.  
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The article is organized as follows. The next section shows the concepts related to 

the water reservoirs of Venezuela and their general information such as the methane 

emissions. The applied methodology is described in Section 3 where the estimated 

areas of the water reservoirs of Venezuela are also shown. Section 4 presents the 

results about methane emissions, energy density and a graphical summary on a 

logarithmic scale of the hydroelectric reservoirs of Venezuela. Finally, Section 5 

shows the conclusions and some suggestions for future work. 

2 Development 

2.1 Water Reservoirs in Venezuela 

Venezuela is known for its fossil (oil and gas) and hydroelectric resources. It has an 

installed hydroelectric capacity of 15,137 MW [20]. The third largest hydroelectric 

plant in the world is located in this country with the name Simón Bolívar, previously 

known as Raúl Leoni. This hydroelectric plant began operating in 1983, and is located 

in the Guri water reservoir, artificially built on the Caroní River. During the closure of 

the water reservoir, there was a significant percentage of land flooded in the area, 

which led to the rescue of animals and other actions. It is still in operation and for 

2019 it will supply about 56% of the energy consumed in the country [21]. The “El 

Niño” weather phenomenon, in 1999 and 2010, demonstrated the vulnerability of this 

highly concentrated energy supply scheme. 

In addition to the Simón Bolívar Hydroelectric plant, the country has eight 
additional hydroelectric plants: Francisco de Miranda, Antonio José de Sucre, Manuel 

Palacios Fajardo, Manuel Piar, Fabricio Ojeda, José Antonio Páez, Leonardo Ruiz 

Pineda and José Antonio Rodríguez Domínguez, whose location and description are 

shown in Figure 1 and Table 1. This table shows that only the Caroní River has four 

hydroelectric plants along its route, demonstrating its enormous energy potential. This 

river is the second with the highest flow in the world. 

Fig. 1. Geographical location of the Venezuelan hydroelectric reservoirs 
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Table 1. General information of the reservoirs for Hydroelectric purposes in Venezuela [25] 

Water 

Reservoir 

Name of the 

Electric 

Power Plant 

River 

Location 

Execution Period 

of the Work 

Installed 

capacity 

(MW) State Coordinates 

Guri  

"Simón 

Bolívar" 

Hydroelectric 

Plant 

Caroní Bolívar 
7°46'10"N 

62°59'19"O 
1963 - 1986 10,235 

Caruachi 

"Francisco de 

Miranda" 

Hydroelectric 

Plant 

Caroní Bolívar 
8°09'36"N 

62°47'55"O 
1997 - 2006 2,196 

Macagua 

"Antonio José 

de Sucre" 

Hydroelectric 

Plant 

Caroní Bolívar 
8°18'09"N 

62°40'46"O 
1956 - 1961 3,152 

Masparro 

"Manuel 

Palacios 

Fajardo" 

Hydroelectric 

Plant 

Masparro Barinas 
8°51'21"N 

70°7 '52"O 
2005 - 2009 25 

Tocoma 

"Manuel 

Piar" 

Hydroelectric 

Plant 

Caroní Bolívar 
7°54'25"N 

63°01'35"O 
2002 - 2020 2,160 

La Vueltosa 

"Fabricio 

Ojeda" 

Hydroelectric 

Plant 

Camburito-

Caparo 
Mérida 

7°49'45"N 

71°26'32 "O 

2004 - 2011 

(86%) 
514 

Santo 

Domingo 

"José Antonio 

Páez" 

Hydroelectric 

Plant 

Santo 

Domingo 
Mérida 

8°53'2"N 

70°38'3"O 
1970 - 1973 80 

Uribante o 

La Honda 

"Leonardo 

Ruiz Pineda" 

Hydroelectric 

Plant 

Uribante 

Barinas, 

Táchira y 

Mérida 

7°57'2"N 

71°42'34"O 
1980 - 1986 1,260 

Boconó-

Tucupido 

Central 

Hidroeléctrica 

"José Antonio 

Rodríguez 

Domínguez" 

Boconó y 

Tucupido 

Portuguesa y 

Barinas 

9°0'0"N 

70°0'0"O 
1983 - 1986 80 
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2.2 Methane Emissions (CH4) 

The origin of methane emissions in water reservoirs is due to bacteria that decompose 

the organic matter of the sediments present at the bottom in fresh water with low 

oxygen content. The water layer has little oxygen in the deepest part of the water 

reservoirs. Only under these conditions does CH4 have the peculiarity of oxidizing 

and turning into CO2 when rising to the surface. In reservoirs located in tropical areas, 

with little amount of water, they do not allow the CH4 bubbles to oxidize and, 

therefore, tend to contribute high emissions [13] [14] [15] [16]. Among the variables 

that affect the rate of decomposition of organic matter in a water reservoir are: depth, 

geographical location, age, temperature, residential time of the water, shape and 

volume and, finally, amount and type of flooded vegetation. 

Among the most salient variables are the age of the reservoir, the type and amount 

of vegetation, since it has been shown that CH4 emissions are increased in the period 
immediately after it has been created. Additionally, these tend to decrease later, 

causing the reduction rates according to the environmental policies initially 

established [23].  

According to IPCC [8], CH4 emissions in flooded lands can be due to: 

 Diffusing emissions caused by molecular propagation through the air-water

interface.

 Emissions of bubbles or gas from sediment through the water column in the

form of bubbles. This being an important source of CH4 emissions, especially

in temperate and tropical regions. However, to estimate these emissions,

country-specific factors are required.

 Degassing emissions as a consequence of a sudden change in hydrostatic
pressure, as well as the increasing air / water exchange surface. This occurs

when water flows through a turbine or any drainage path.

According to the methodology established by the IPCC [8], each of the emissions 

reflects a level. Level 1, 2 and 3 reflect the diffusing, bubble or gas emissions and, 

finally, refers to the entire approach, which includes the previous two plus the 

degassed, respectively. However, in level 2, bubble or gas emissions are applicable in 

temperate zones, where icy and ice-free seasons occur. Finally, the choice of the 

estimation method depends on the availability of the data and the emission factors of 
each country [8]. 

3 Methodology 

According to the IPCC [8], the estimation of diffusing methane emissions is used in 

equation (1). 

 (  )  (1) 

Where: 

CH4 emissions: total CH4 emissions from flooded lands (Gg CH4 / year) 
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P: Period without ice given in days / year (365 days, for our case study) 

E (CH4)dif: Daily average of diffusing emissions (kg of CH4 ha-1day-1)

Ainun_sup_total: Average total area of flooded surface (ha). 

Tables 2 and 3 show the daily average of diffusing emissions and climate 

information from the areas where the water reservoirs are located, respectively.  In 

these it can be seen that as the type of climate is tropical dry and, only in one case, 

temperate humid [8][24]. Being a climate of this type, at no time of the year is ice 
present in the water reservoirs and, therefore, emissions by bubbles or gas are not 

considered. 

Table 2. Measured CH4 emissions from flooded lands [8] [24] 

Climate 
Diffusing Emissions (kg of CH4 ha

-1
day

-1
)

average Minimum Maximum 

Polar/boreal very humid 0.086 0.011 0.3 

Temperate cold humid 0.061 0.001 0.2 

Temperate warm humid 0.150 -0.05 1.1 

Temperate warm dry 0.044 0.032 0.09 

Very humid tropical 0.630 0.067 1.3 

Dry tropical 0.295 0.070 1.1 

Table 3. Climate information and surface of the reservoirs for hydroelectric purposes of Venezuela 

[8][24] [25] 

Water Reservoir 
Type of Climatic Condition according to 

Köppen-Geiger IPCC [8] 

El Guri Aw Dry tropical 

Caruachi  Aw Dry tropical 

Las Macagua  Aw Dry tropical 

Masparro  Aw Dry tropical 

Tocoma  Aw Dry tropical 

La Vueltosa  Aw Dry tropical 

Santo Domingo  Cfb Temperate cold humid 

Uribante o La Honda Aw Dry tropical 

Boconó-Tucupido  Aw Dry tropical 

To make comparisons of GHG emissions, the conversion factors to CO2 equivalent 

(CO2-eq) are used. For this, the Global Warming Potential (GWP) of 21 for CH4 is 

used [18]. Equation (2) shows the calculation of CO2-eq emissions [17]. 

 (  )  (2) 

As an example, Figure 2 shows the Guri water reservoir, whose surface was estimated 

[25]. For this, the analysis of Google Earth images is used, which has shown adequate 

precision for similar studies [25] [26], with the nine water reservoirs. Table 4 shows 

areas estimated with this procedure. 
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Fig. 2. Guri Water Reservoir surface, elaborated with [25] 

Table 4. Estimated area surface for water reservoirs in Venezuela 

Water Reservoir Surface (ha) 

El Guri  417,620 

Caruachi  28,439 

Las Macagua  5,766 

Masparro  3,063 

Tocoma  4,538 

La Vueltosa  10,566 

Santo Domingo  12 

Uribante o La Honda 1,679 

Boconó-Tucupido  9,567 

4 Results 

4.1 Emissions 

Table 5 shows the CH4 and CO2-eq emissions per year for each water reservoir. 

Additionally, Figure 3 shows the proportion of CH4 emissions per year, where it 
stands out that only the Guri water reservoir, for the year 2020, is 44.9672 GgCH4. 
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Table 5. Diffuse emissions for hydroelectric reservoirs 

Water reservoir Gg CH4/year t CH4/year t CO2-eq/year 

El Guri  44.9672 44,967.23 944,311.90 

Caruachi  3.0622 3,062.17 64,305.56 

Las Macagua  0.6209 620.85 13,037.94 

Masparro  0.3298 329.81 6,925.98 

Tocoma  0.4886 488.63 10,261.21 

La Vueltosa  1.1377 1,137.69 23,891.58 

Santo Domingo  0.0003 0.26 5.55 

Uribante o La Honda 0.1808 180.79 3,796.51 

Boconó-Tucupido 1.0301 1,030.13 21,632.66 

Fig. 3. CH4 emissions (Gg CH4/year) for hydroelectric reservoirs in Venezuela 

4.2 Energy Density 

Table 6 shows the surface data of each reservoir and the installed capacity of the 
hydroelectric plant as well as its energy density [27] [28] [29]. Additionally, figure 4 

shows that the highest density is for the Santo Domingo water reservoir of the “José 

Antonio Páez” Hydroelectric Plant.  

Table 6. Surface and Energy Density of the hydroelectric reservoirs of Venezuela

Water Reservoir Surface (ha) Installed capacity (MW) Energy Density (MW/km²) 

El Guri  417,620 10,235 2.45 

Caruachi  28,439 2 ,196 7.72 

Las Macagua  5,766 3,152 54.67 

Masparro  3,063 25 0.82 

Tocoma  4,538 2 ,160 47.60 

Vueltosa  10,566 514 4.86 

Santo Domingo 11.88 80 673.40 

Uribante o La Honda 1,679 1,260 75.04 

Boconó-Tucupido  9,567 80 0.84 
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Figure 5 illustrates a summary graph in logarithmic scale with surface data, energy 

density and methane emissions for hydroelectric reservoirs in Venezuela. It is evident 

that methane emissions are proportional to the surfaces; graphically exceed the 

average values of the water reservoir areas. On the other hand, the energy density of 

the electricity generation plants is graphed in the same figure, where the installed 

capacity of the plant and the surface of the reservoir associated with it are considered, 

where a low average density is observed (less than 100 MW / km2) of all the 

reservoirs with the exception of the “José Antonio Páez” hydroelectric plant. The 
exponential trend lines of the graphs corresponding to the surfaces and emissions 

indicate the coefficients of determination (R2) showing different values between them. 

 

 
Fig. 4. Energy density (MW/km

2
) for the hydroelectric reservoirs of Venezuela 

 

 
Fig.5. Data from the hydroelectric reservoirs of Venezuela. 
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5 Conclusions 

Based on the bibliography consulted, a deficit of information has been observed 

regarding the sources of CH4 emissions in the hydroelectric reservoirs of Venezuela, 
making a great contribution to the information provided in the present investigation 

for future works in the area. 

By 2020, the high contribution of the Guri Water Reservoir in methane emissions 

is evident, generating 44.97 GgCH4, which represents 86.78% of the total emissions 

from reservoirs for electricity generation purposes, followed for the Caruachi with 

5.91%. 

The energy density of the hydroelectric reservoirs illustrated in figure 4 indicates 

for the Guri water reservoir that, despite being the reservoir that houses the largest 

surface area of all, it has a low energy density being 2.45 MW / km2. The highest 

density is found in the Santo Domingo water reservoir (“José Antonio Páez” 

Hydroelectric Plant) with 673.40 MW / km2. 

It is observed that, according to the coefficient of determination R2 of the 
exponential trend lines, methane emissions are directly proportional to the surface of 

the water reservoir; however they do not meet the same pattern because there are 

other factors that influence emissions, among them the weather. From this idea it can 

be deduced that the methodology proposed can be used as a means of preliminary 

calculation for the estimation of emissions and with this, to determine the best 

location of the reservoir in the country's geography. 
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Abstract. Synchrophasor measurement is one of the main measurement technol-

ogies in electrical networks. Synchrophasor Measurement -SPM refers to the im-

plementation of a set of technologies designed to improve the monitoring of the 

power system in large geographic areas to obtain an efficient response to power 

system disturbances and cascading blackouts, but new smartgrid applications 

have emerged at the transmission and distribution level. The Synchrophasor 

measurement process basically consists of comparing signals from different 

points in the system with a common time reference signal. The SPM process re-

quires a series of standards so that each one of the domains of the SPM architec-

ture can interact both inside them and outside with the other components of the 

power system. At the Colombian level, experiences and applications of flexible 

technologies aimed at grid stability, FACTS and storage, among other applica-

tions, were identified. 

 

A technological architectural diagram was developed in which the actors, roles, 

interactions and information flows that should be considered for SPM are pre-

sented. At the same time, the standards and protocols are identified in the opera-

tion of the power system for the functionalities of synchrophasor measurement. 

 

Keywords: Synchrophasor measurement, phasor measurement unit, TSO, 

DSO, FACTS, DER, technological architecture. 

1 Introduction 

Before exploring the topic of SPM, it is necessary to start with the concept of flexible 

operation of power systems. For this, the idea of what is understood as flexibility can 

be taken from different national and international entities, such as CIGRÉ [1], ISGAN 

[2], the IEEE, la ENTSO [3], IRENA, XM [4], among others. For this paper, the defi-

nition of XM (the Colombian market operator) regarding flexibility will be taken, 

which “refers to the ability of electrical power systems to respond to different condi-

tions of change in the generation-demand balance, at all scales and time horizons" [4]. 
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Due to the massive used of power electronics, microprocessors and communications, 

power systems, both at transmission and distribution levels, have undergone positive 

changes. This has led to a safer, more controllable and efficient operation of the elec-

trical grid. On the other hand, the growing use of Distributed Energy Resources (DER) 

that include Distributed Generation (DG), Storage Systems (SS), Demand Response 

(DR) and Electric Vehicles (EV), is driving the need for greater coordination between 

Transmission System Operators (TSO), Distribution System Operators (DSO), prosum-

ers, aggregators, and a variety of emerging players [1]. 

What has been described above makes up the smartgrid, within which are the support 

services such as synchrophasor measurement to carry out the supervision and control 

of the power q system. 

2 Standard and protocols framework 

Industry standards are approved by recognized standardization bodies to ensure con-

sensus of subject matter experts. Without standardization, aspects of the electrical in-

dustry might not function or interact as expected. Furthermore, without standards, the 

products would not be economical for large-scale use, and could be risky to operate. 

Standardization of the electrical industry ensures consistency in accepted practices. 

These practices are essential to ensure quality, ecological sustainability, public and em-

ployee safety, financial responsibility, network reliability, infrastructure compatibility, 

utility interoperability, energy efficiency, and general effectiveness. When utilities and 

governments invest in standards development and enforcement several benefits can be 

reached. 

Standards allow utilities to mitigate risk by adopting new technologies and allow the 

evolution and transition from obsolete technologies. Standards codify the latest tech-

nologies and facilitate their transfer; they are an invaluable source of knowledge, since 

they collect expert knowledge and make it widely available. In essence, standards and 

norms provide productivity tools that result in substantial cost savings for entities in the 

electrical industry, consumers, and the economy. 

For the power system to function properly, a series of protocols and standards are 

required so that each one of the domains can interact within it as well as with the other 

domains that make up the technological architecture. 

The protocols, norms and standards of SPM are developed by entities and groups 

that seek to normalize and establish the interoperability rules for the components and 

domains of the system. Within these entities are organizations such as IEEE [5],the 

International Electrotechnical Commission (IEC) [6]; the North American Electric Re-

liability Corporation (NERC), whose mission is to “Ensure the effective and efficient 

reduction of risks to the reliability and security of the network” [7] ,and the North 

American SynchroPhasor Initiative (NASPI), which is a collaboration between the 

electrical industry, NERC and the Department of Energy of the United States (DOE), 

to “advance the use of synchrophasor technology to improve network reliability and 

economics through measurement, monitoring and wide-area control” [8]. 
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Table 1 describes the standards and protocols for the architectural domains of syn-

chrophasor measurement.  

Table 1.Standards and protocols for Synchrophasor Measurements. 

Category Standard Description 

Interoperability IEC 61850 

Defines international standards for communica-

tion between protection, control and measure-

ment equipment within an automated substation. 

All aspects related to these topics are covered, 

such as design, operation and maintenance. 

Time synchroniza-

tion 
IEEE 1588 PTP 

Precision Time Protocol (PTP) is a packet-

based bidirectional message exchange pro-

tocol for synchronizing clocks between 

nodes on a network, allowing for accurate 

distribution of time on a network. 

Phasor data concen-

trator 
IEEE C37.244 

Functional, performance, and test guide-

lines for a phasor data concentrator are de-

scribed in this guide. Supporting infor-

mation is also provided. 

Communication IETF RFC-6272 

Created to guide the reader in the proper 

use of the conceptual model of communica-

tion protocols via internet (Internet suite 

protocol) for applications related to smart 

grids. This document is mainly aimed at 

those natural or legal persons who are look-

ing for a guide on how to manufacture or 

develop suitable profiles of these communi-

cation protocols via the Internet for smart 

grid applications. 

Security 

NERC CIP v06 

NERC Standard which provides a cyberse-

curity framework for the identification and 

protection of critical cyber assets to support 

the reliable operation of the electrical sys-

tem, which were taken in Colombia as a ba-

sis to guarantee the cybersecurity of electri-

cal networks. 

NISTIR 7628 

NIST SP 800 

Presents an analytical work that organiza-

tions can use to develop effective cyberse-

curity strategies, tailored to their combina-

tion of smart grid-related characteristics, 

risks, and vulnerabilities. 
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Category Standard Description 

IEC 62351/62443 

ISO/IEC 27002 

 

Defines the expected security objectives, 

including the authentication of the trans-

ferred data through digital signatures, 

which allow the content to reach the ex-

pected recipient and thus avoid falsifica-

tions, intrusion interventions or loss of rele-

vant information. 

Synchronization IEEE C37.238 

Defines precision timing standards focused 

on power system protection, control appli-

cations, data automation using Ethernet ar-

chitecture. 

Data format IEEE C37.239 

Defines a common format for information 

files used in the exchange of event infor-

mation, acquired from electrical power sys-

tems or models of power systems. 

PMU Synchroniza-

tion 
IEEE C37.242 

Provides a guide for the synchronization, 

calibration, testing and installation of PMU 

applied to the protection and control of the 

power system. 

PDC functions and 

data 
IEEE C37.247 

Standard of functions that can be performed 

on synchrophasor data. Describes the PMU 

measurement network and indicates the lo-

cation of the PDC in it. The standard de-

fines the minimum functions that a PDC 

must perform. 

Measurement ANSI C12.1 

Defines the parameters on which an ac-

ceptable performance of auxiliary equip-

ment, measurement equipment, pulse 

equipment and demand recorders is as-

sessed. Describes how the behavior of these 

devices should be when their performance 

is adequate 

Meter 
ANSI C12.20 

IEC 145/185/687 

Establishes acceptable performance criteria 

for electrical meters and encompasses des-

ignations of accuracy classes, current clas-

ses, and voltage and frequency ratings. 

 

3 Flexible technology experiences in Colombia 

Colombia has incorporated FACTS devices (SVC -Chinú, Tunal and Caño Limón-, 

STATCOM –Bacatá  [9] - and SSSC -Red Valle de Aburrá), in order to provide a better 

quality of service, optimize resources as well as optimize existing infrastructures to 
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achieve a reliable and safe operation at efficient costs. There are also experiences in the 

analysis of flexible technology applications oriented to the use of SVC and STATCOM 

for grid stability, the use of storage to mitigate electrical restrictions, phase shifting 

transformers to mitigate congestion, HVDC for the integration of variable energies, 

among other applications (see Table 2). 

Table 2. Studies of flexible technologies in Colombia 

Technology Description 

SVC Damping of oscillations by means of FACTS to prevent blackouts 1. 

STATCOM Bacatá STATCOM operating experience2 

SSSC 
Distributed FACTS: Network transformation technology (Congestion man-

agement in the STN-STR Antioquia through Distributed FACTS) 3 

Phase shifting 

transformer 
Phase-shift transformer application4. 

Storage 

 

• Analysis of storage in the Atlantic area for congestion relief 5. 

• Trends in energy storage in electrical systems6. 

• Reality check on energy storage7. 

• Battery energy storage systems - BESS and its applications8. 

• Implementation of storage systems as a timely solution for the operation 

of the National Interconnected System -SIN9. 

• Operation of wind farms with BESS10. 

1 https://cnostatic.s3.amazonaws.com/cno-public/documentos/noticias/02.08-CNO-EEB-

AmortiguamientoOscilaciones.pdf 
2 https://cnostatic.s3.amazonaws.com/cno-public/archivosAdjuntos/verificacion_del_mo-

delo_del_statcom_de_bacata.pdf 
3 https://cnostatic.s3.amazonaws.com/cno-public/archivosAdjuntos/manejo_de_la_conges-

tion_en_el_stnstr_antioquia_mediante_facts_distribuidos.pdf 
4 https://cnostatic.s3.amazonaws.com/cno-public/archivosAdjuntos/21_a_jtt_2017_pst_epsa.pdf 
5 https://cnostatic.s3.amazonaws.com/cnopublic/archivosAdjuntos/analisis_de_almacena-

miento_en_el_area_atlantico_para_alivio_de_congestiones.pdf 
6 https://cnostatic.s3.amazonaws.com/cno-public/archivosAdjuntos/almacenamiento.pdf 
7 https://cnostatic.s3.amazonaws.com/cno-public/archivosAdjuntos/4_ramon_leon_isa.pdf 
8 https://cnostatic.s3.amazonaws.com/cno-public/archivosAdjuntos/3_diego_tejada_u_comi-

llas.pdf 
9 https://cnostatic.s3.amazonaws.com/cno-public/archivosAdjuntos/5_edison_cardona_xm.pdf 
10 https://cnostatic.s3.amazonaws.com/cno-public/archivosAdjuntos/0204.cno_-_bess_unian-

des_isagen.pdf 
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Technology Description 

HVDC 

• Cost estimation model for VSC-HVDC lines.11. 

• HVDC technologies for connection of wind farms in Colombia12. 

• Analysis of the connection of non-conventional renewable generation in 

La Guajira.13. 

•  High voltage direct current transmission systems - HVDC.14. 

SPM Intelligent Supervision and Advanced Control Project –iSAAC [10]. 

 

From the bibliography consulted, several applications were identified in two types 

of technology already implemented in Colombia: the first one is the incorporation of 

SVC equipment in order to dampen oscillations of the system by means of FACTS, and 

the second one is the use of STATCOM, as a converter to modulate voltage, phase and 

frequency of the network. 

In turn, the SIRENA-iSAAC project for synchronized phasor measurement was de-

veloped in Colombia by XM (in 2007 it began with the National Backup System project 

for large-scale events - SIRENA and in 2009 it incorporated WAMS into such project). 

XM implemented and tested a Wide Area Measurement System (WAMS), consisting 

of measurement equipment, telecommunications network, data processing platform and 

analysis tools, all with the aim of improving the quality, reliability, safety and situa-

tional awareness of Colombia's electrical system. In 2012, the SIRENA project was 

replaced by a larger project, Intelligent Supervision and Advanced Control (iSAAC), 

which was conceived to establish the foundations for future intelligent supervision and 

advanced control of the Colombian electricity system, through which achieve a natural 

evolution of traditional supervision [10]. Thus, in March 2018 there 70 PMUs were 

installed in 28 substations, 20 of which were developed by XM, and the other 50 be-

longing to other actors; of all the PMUs, 13 are for the supervision of generation units, 

45 for transmission lines, 11 in transformers and 1 in an SVC [10]. 

In 2018 an advanced communication prototype was developed on which proofs of 

concept and use cases of the future network required for the iSAACnet [10] would be 

carried out. Due to this, XM makes the SPM by connecting to the synchrophasor data 

concentrators, PDCs, located in the National Dispatch Center (CND) for the application 

of supervision and control of the SIN, through a data network. The Control Center al-

lows the integration of synchrophasors to the Energy Management System (EMS) 

through the SIGUARD® PDP platform and at the same time, accepts traditional meas-

urements of the SCADA system, making it possible to incorporate these measures into 

operational supervision [10]. 

11 https://cnostatic.s3.amazonaws.com/cno-public/archivosAdjuntos/modelo_de_estima-

cion_de_costos_de_lineas_vsc-hvdc.pdf 
12 https://cnostatic.s3.amazonaws.com/cno-public/archivosAdjuntos/hvdc_conexion_par-

que_eolicos.f.pdf 
13 https://cnostatic.s3.amazonaws.com/cno-public/archivosAdjuntos/11_francisco_ga-

faro_xm.pdf 
14 https://cnostatic.s3.amazonaws.com/cno-public/archivosAdjuntos/0103.cno_-_hvdc_unian-

des_isagen.pdf 
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4 Technological architecture of synchrophasor measurement 

Synchrophasor technology is being used for wide area monitoring and situational 

awareness, network model verification, event analysis, and analysis of a variety of net-

work phenomena. Since the effective operation of synchrophasor technology requires 

highly accurate, fully reliable and secure monitoring, synchronization and communica-

tions systems are needed. Synchrophasor technology incorporates synchronization for 

successful smart grid deployment and coordination; it may become a critical service for 

power system operation and be in the early stages of use at the electrical distribution 

level [11]. 

Synchrophasor technology uses PMU to measure voltage and current waveforms, 

and to calculate phasors. Each measurement has a timestamp and is therefore synchro-

nized with Coordinated Universal Time (CUT), using a time source such as GPS. 

PMU data is collected at a rate of 30 to 120 samples per second and is sent to data hubs 

and archives. Synchrophasor applications have one of the strictest precision timing and 

precision requirements of all timing uses in the electric power system, due to the high 

number of reports, the precision required for phasor and the extensive geographical 

distribution of PMUs. 

The network is mainly managed using technologies associated with SCADA, pro-

vides quasi-static visibility at an update frequency of 4 to 6 seconds. As the level of 

distributed resources and bidirectional market operations make the overall system less 

predictable, the level and types of risk associated with maintaining the reliability and 

security of the network increase [11]. Synchronized time measurements are necessary 

to allow calculation and comparison of multiple phasors at different locations to obtain 

a view of the electrical network. Therefore, synchrophasor applications need reliable 

access to a stable time source such as CUT, to align the time data with the power sys-

tem. Phasor data concentrators (PDC) are the systems that allow concentrating and cor-

relating the data of the phasors acquired from multiple PMUs, with the aim of having a 

centralized way of managing the times of the PMU. 

Thus, with the growing use of DER - DG, SS, DR and VE, it is driving the need for 

greater coordination between TSOs and DSOs to provide efficient and standardized 

services through an technological architecture that guarantees the flexible power sys-

tem operation. 

4.1 Services for flexible power system operation 

Flexible operation services are basically composed of the flexible’s technologies 

such as FACTS, Storage and HVDC; and within the support services are the SPM, Time 

Synchronization and Telecommunications Networks. These services are presented in 

Table 3. 
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Table 3. Flexible Operation Services. 

 FACTS Storage HVDC 

N
et

w
o

rk
 s

er
v

ic
es

 

1. Reactive compensation. 

2. Stability. 

3. Flow control. 

4. Voltage control. 

5. Power quality. 

6. Short circuit limitation. 

1. Stability. 

2. Spinning Reserve.  

3. Frequency control. 

4. Smoothing power varia-

tions. 

5. Peak shaving. 

6. Load shifting. 

7. Island operation. 

1. Stability 

2. Power quality 

3. Reduction of energy 

losses 

4. Integration of systems 

and variable energies 

5. High power transmis-

sion over long distances 

6. Active and reactive 

power control 

S
u

p
p

o
rt

 s
er

v
ic

es
 

Synchrophasor measure-

ment 

1. Model validation 

2. Oscillation detection 

3. Event analysis 

4. Monitoring of frequency, 

voltage stability and phase 

angle. 

5. Verification of the opera-

tional status of the equip-

ment and situational aware-

ness 

Time Synchronization 

1. Precision of clocks 

2. Sampling rate 

3. Measure report 

4. Measurements in SCADA 

Telecommunications 

Networks 

1. Wired 

2. Wireless 

 

 

4.2 Support services 

The power system uses precision timing for grid monitoring and situational aware-

ness, to coordinate the operation and integration of a variety of grid assets, and for the 

protection and operation of the grid. As seen in Table 4, the subsystems to support 

flexible operation can be subdivided in three major blocks: the telecommunications 

system, which is transversal to the other systems, the time synchronization system with 

which all devices have the same clock reference, and a third system that corresponds to 

the Synchrophasor measurement system. 

As mentioned, these three subsystems are interconnected by a data network. Previ-

ously, many different protocols were used for data transmission. Today almost all data 

networks operate based on the Internet protocol (IP). Data is shared on these networks 

by individual data packets that carry the destination and source addresses. Likewise, 

there are other wide area networks that can transport signals in real time such as voice 

or data, as in the case of clocks, and which also handle traffic priorities, an example of 

this type of technique is the Multiprotocol Label Switching (MPLS), used to connect 

devices and different domains of the technological architecture. 
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Table 4. Support services. 

Type Description 

T
el

ec
o

m
m

u
n

ic
a

ti
o

n
s 

S
y

st
em

. 

Telecommunications systems include wide coverage, local, wired and wireless net-

works that provide the capabilities for systems to communicate with each other or 

with users. A telecommunications system must comply with: 

• Scalability 

• Network performance, speed 

• Availability 

• Costs 

• Security 

• Control 

The telecommunications system can use wired or wireless technologies for commu-

nication such as: 

• Wired technologies (Power Line Communication –PLC, o Digital Subscriber Line 

–xDSL o Fiber Optic –FO) 

• Wireless technologies (ZigBee (short range), WIFI (short range), Bluetooth (short 

range), Cellular networks (medium range), Low Power WAN –LPWAN (long 

range), Satellite or GPS (long range) 

T
im

e 
S

y
n

ch
ro

n
iz

a
ti

o
n

 

The components of the network must be synchronized to obtain efficient services 

and avoid complications in the system. Incorrect timing can affect the power grid, 

cause damage, produce electrical transients and frequency alterations, among oth-

ers. For example, phasor synchronization is the process of matching parameters 

such as voltage, frequency, phase angle, phase sequence, and waveform between the 

different parts of the system and the networks, and for this the system has to be syn-

chronized in the weather. 

The following protocols are used for time synchronization: 

• Simple Network Time Protocol –SNTP 

• Network Time Protocol –NTP 

• Precision Time Protocol –PTP 

• White Rabbit 

S
y

n
ch

ro
p

h
a

so
r
 

m
ea

su
re

m
en

t 

SPM is the comparison of signals from different points in the system with a refer-

ence signal. The voltage and frequency signals are compared to produce synchro-

phasor measurements. The result of this measurement is the data that is sent 

through channels and processed at a central site by means of specialized software. 

 

4.3 Architecture Model 

A technological architecture model is then proposed in which each of these domains 

is made up of a series of devices and functionalities that allow, through interfaces and 

communications, meet the objectives of electrical power systems, considering the inte-

gration of the smart grids, renewable energy and DER. 
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Fig. 1 shows some initiatives developed with the aim of building reference techno-

logical architectures for the electricity sector, mainly associated with the integration of 

smart grids and renewable energy sources as axes of the transformation of systems.  

 

 
Fig.  1. Referential technological architectures 

Source: Own elaboration 

 

As previously stated, the challenges facing the Colombian power sector require hav-

ing a benchmark technological architecture that allows the integration and deployment 

of new technological trends, while guaranteeing the provision of the electric power ser-

vice, complying with the quality indicators established in the local context.  

Fig. 2 depicts the different functionalities for each domain; however, according to 

the organizational structure and the services offered by the different companies that 

make up the Colombian power sector, it is possible that different interpretations of the 

reference architecture, as well as its systems and functionalities, may be presented. Tak-

ing into account the architecture presented in Fig. 2, each of these domains of operation, 

transmission, distribution, generation, and others, are interconnected by means of com-

munication networks, which for the case is the transport network with the highest hier-

archy or backbone network, such as an MPLS network mentioned earlier. Already 

within each domain are the domain's own subnets or backhaul networks, which can be 

of the WAN / NAN / LAN type. Finally, there are other types of access networks, such 

as networks that provide access to residential users or SMEs with LAN / HAN net-

works. It should be noted that communication networks are transversal to the architec-

ture, being able to be networks of free or licensed use, but that at the same time they 

provide privacy and security models when using network functionalities such as virtual 

local area networks (VLAN), virtual private networks (VPN), and different forms of 

interconnection according to the type of network, such as Multi-Protocol Label Switch 

networks, which are networks with traffic prioritization functionalities, based on packet 

switching, which finally interconnect the aforementioned subnets. 

The diagram of the use case, activity and sequence is presented in Fig. 3 to provide 

an understanding of the actors, interrelationships and processes of the SPM use case 

within the general architecture. 
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Fig.  2. Systems and functionalities of the referential architecture 

Source: Own elaboration 
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Fig.  3. Synchrophasor Measurement Diagram (actors and interrelationships) 

Source: Own elaboration 
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According to what is presented in Fig. 2, the protocols and standards within the ar-

chitecture of SPM are presented below in Table 5. 
 

Table 5. Standard and protocols to SPM architecture 

Fuente: Own elaboration. IEEE [12] 

ID Protocols / Standards 

1, 2, 14, 15, 21, 22, 23, 24, 38,40, 42 IEC61850, IEEE C37.2392 

3, 16, 25 IEEE 1588 PTP, IEEE C37.238 

4, 5, 6, 17, 18, 19, 26, 27, 28, 39, 41 
IEEE C37. 118.1/242/247 

ANSI C12.20 2010, IEC 61850 

7, 11, 20, 35 
NERC-CIP, NISTIR 7628, IEC 

61850/62351 

8, 9, 10, 12, 13, 29, 30, 31, 32, 36, 37 

IEC 60870/61850/62351, 

NERC-CIP / NISTIR 7628, IEEE 

C37.239 

33 IEC 61850, IEEE C37.118.1 

34 NERC-CIP, NISTIR 7628 

 

5 Conclusions 

In Colombia, there are several experiences with respect to flexible technologies 

through SVC and STATCOM for the stability of the electrical network; in the same 

way, there are experiences in bulk PMU network. The standards and protocols of SPM 

in the operation of the power system were presented; also, the functionalities and im-

portance of SPM for the power system, regarding the support and operation of the net-

work, were identified. The technical requirements and required criteria for the observ-

ability of the operation with the SPM were also established, and an architectural dia-

gram was developed in which the actors, roles, interactions and information flows that 

should be considered for the SPM were presented. 

 

In turn, standards and protocols are proposed in the operation of the power system for 

the functionalities of synchrophasor measurement. 

 

The authors would like to thank the companies and member entities of the Colombia 

Inteligente collaborative network (RIAT Task Force). 
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Abstract. The current efforts towards the improvement of the Smart Grid in-

volves technologies able to deal with more strict requirements, i.e. cybersecurity 

and higher data rates capable of improving current services and introduce new 

demanding applications, while keeping low cost deployments and profitability. 

The roadmaps of the main electricity companies in Europe for the coming years 

include Broadband Power Line Communications (BPL) as a key player in this 

new scenario. Even though BPL has been widely used for in-home applications 

for more than a decade (internet distribution mainly) its behavior in the power 

grid is less known. Therefore, there is still work to be done prior to wide deploy-

ments of BPL in the power grid. The necessary research includes both theoretical 

and empirical work, since the power grid is a hostile medium for the communi-

cations and the performance of the technology remains poor documented in re-

lated works. In this context, the authors identify in this paper the main aspects to 

be addressed and the methodology to complete them, aiming at guaranteeing suc-

cessful deployments of BPL. In addition, some lab trials are presented. This work 

is part of the BB-GRID project. First insights reveal BPL as a promising technol-

ogy for the improvement of the Smart Grids and a perfect complement for already 

deployed infrastructures, such as the smart metering systems. Smart Cities will 

benefit greatly from these improvements, not only from the power grid perspec-

tive, but also considering management aspects, since the control of assets could 

be performed through BPL in real time while assuring cybersecurity and integrity 

of the data. 

Keywords: Broadband Power Line Communications, Smart Grid, Electrical 

Grid, Transmission technologies. 
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1 Introduction 

In the current process of digitization of the electrical networks, most of the European 

distribution companies have chosen the use of Power Line Communications (PLC) 

technologies. Despite the fact that this alternative presents high difficulties for the de-

velopment of an efficient communication system, due to the high presence of interfer-

ences in the network and the influence of different assets connected to the network, 

PLC presents the advantage of offering control of the data transmitted over the network 

without the need to depend on third parties (mainly telecommunications operators, who 

offer turnkey solutions). This control of data is, and will continue to be, a compelling 

argument for electricity distribution companies to opt for the use of data transmission 

technologies over the electric cable, to the detriment of the use of wireless technologies 

already developed which are, indeed, technologically more powerful.  

Unlike other transmission systems, these technologies were not developed using Eu-

ropean or international standards, but by consortia of companies led by large electricity 

companies, which defined their own communications system and deployed their me-

ters, in accordance with the technology developed. The main transmission technologies, 

along with power companies that have developed them are listed as follows: 

•  PoweRline Intelligent Metering Evolution (PRIME) [1]: Iberdrola - Spain, E.On - 

Germany, Naturgy - Spain, EDP - Portugal, Energa – Poland. 

• Meters & More [2] : Enel - Italy, Endesa - Spain 

• G3-PLC [3]: EDF – France. 

These technologies belong to the Narrow Band Power Line Communications (NB-

PLC) group, since they are narrow-band communications, which seek a high level of 

robustness against interference, at the cost of limiting the net data rate transmitted and 

providing very high response.  

NB-PLC have contributed enormously to the success of the current digitalization of 

the electrical network, including the remote reading of meters and the monitoring of 

important aspects, such as the quality of supply and network overload. However, they 

show severe limitations for their use in advanced Smart Grids applications, especially 

those that require very low response times, high transmission rates or higher cyberse-

curity demands. This is the case of all those applications related to the remote monitor-

ing and management of devices and subsystems connected to the network, which re-

quire very short response times, as all of them are limited by the high latency times of 

communications and, consequently, its implementation is not currently feasible. It is 

also the case of remote management of microgrids, distributed generation systems or 

remote management systems for electric car charging stations. These limitations led the 

electricity companies to raise the need for a new transmission technology that would 

offer the benefits required by future network management and control services: reduced 

latency times, higher transmission rates, greater bandwidth, greater stability. connec-

tion and improvements in cybersecurity. In this context, the role of Broadband Power 

Line Communications (BB-PLC or BPL) sounds promising. BPL uses higher frequency 

bands to deliver higher data rates with lower latencies.  

The remaining work in this documented is grouped as follows: Section 2 introduces 

the fundamentals of the BPL technology; Section 3 highlights the benefits of BPL for 
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the coming smart grids; Section 4describes current related work by BPL forums, Sec-

tion 5 presents and describes the BB-GRID project, Section 6 presents first lab tests of 

BPL devices and, finally, Section 7 summarizes the main conclusions of this work. 

2 Fundamentals of BPL 

BPL, as any other PLC technology, uses the already existing power cables as the 

medium for data transmission. In contrast to widely deployed NB-PLC solutions, BPL 

utilizes higher bandwidth, typically in the frequency range between 2-30 MHz, which 

highly increases the data rate (up to hundreds of Mbps) and reduces the latency.  

BPL technology has been used for in-home applications for more than a decade, 

hence it is well-understood in this context. G.hn and HomePlug were the primary PLC 

standards for home networking but since HomePlug have not announced any further 

technologies since 2016, G.hn seems to be the reference standard nowadays.  G.hn is a 

standard endorsed by the International Telecommunications Union – Telecommunica-

tions (ITU-T). The ITU-T recommendation G.9960 (Specification of G.hn physical 

layer (PHY) and architecture) addresses PLC access and smart grid applications and 

specifies system architecture, most of the PHY and data-path related parts of MAC [4].  

On the contrary, the use of BPL for access applications in Smart Grids is less known 

[5]. Despite very promising advantages, due to the benefits of using higher frequency 

ranges, one of the main drawbacks is the attenuation, which increases with distance and 

frequency. In addition, the coverage of BPL is limited to hundreds of meters, which 

makes the implementation of BPL for access networks difficult. This can be partially 

solved with the use of repeaters, at the cost of increasing the complexity of the network.  

A typical structure of the BPL access network in the low voltage (LV) grid can be 

seen in Figure 1. In this scheme, the LV network is used for communication between 

the BPL subscribers and the substation. The access network is connected through the 

substation to a wide area network (WAN) by conventional communications technology. 

By implementing the BPL access technology, the LV grid can be considered as a tree 

topology, where the root is the transformer, the nodes of the tree are the street cabinets 

(mostly implemented on the roadsides) and each street cabinet is connected to different 

buildings, that are representing the BPL subscribers [5]. 
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Figure 1. Typical structure of BPL access network [5]. 

 

3 Role of BPL within the Smart Grid context 

NB-PLC technologies have been offering good connectivity for today's smart me-

tering use cases. To date, smart meter networks have been able to operate while offering 

multiple services, such as hourly load curves, remote management of consumption and 

power contract, among others. Current data rates offered by NB-PLC technologies are 

usually around 20 Kbps, which is at its operational limit in most current applications; 

therefore, the margin for increasing the performance of the services in this band is cer-

tainly limited. Additionally, the usual response time of NB-PLC technologies is from a 

few seconds up to several minutes, limiting the number of applications that can be op-

erated on these networks.  

However, the natural benefits of the PLC technologies, i.e., a communication me-

dium present in the entire electrical network without depending on the coverage pro-

vided by external operators, suggest a technological evolution of current NB-PLC to-

wards higher bandwidths and lower latencies. BPL technology will allow, on the one 

hand, a much higher transfer data rate, being able to offer rates of up to hundreds of 

Mbps and, on the other hand, significantly shorter response times of less than 50 ms. 

The upgrading of these features cover an essential requirement to offer the necessary 

services for the smart networks of the future. 

BPL technologies have been widely used since the beginning of the 21st century 

within homes for internet communications, as an alternative or complement to WiFi 

networks. Currently, these technologies offer speeds of one megabit per second (Mbps) 
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upstream and hundreds of Mbps downstream, for short distances within the home net-

work. The extension of the use of BPL technologies to the rest of the electrical network 

is not immediate. BPL has been optimized for use of internet distribution within the 

home, in which the upwards/downwards data transmission is asymmetric, the distances 

between devices in the network are short (a few dozen meters of cable), the network 

topology is very simple (two or three communication nodes at most), the variability of 

the loads connected to the network is small and where the availability of the service, 

although important, is not critical. In addition, the data obtained from the electricity 

grid by the distribution company or by a power generation company using renewable 

energies is critical and they will circulate over a very wide network (several kilometers 

of cable and dozens of intermediate connectors), with very variable propagation condi-

tions (due to changes in loads, impedances, noises ...) and with topologies of hundreds 

of communication nodes, which must adapt in real time to the environment and service 

conditions. Moreover, cybersecurity requirements that utilities and administrations are 

demanding for future services are considerably more challenging. The performance of 

all these characteristics must be evaluated in the field by means of use cases and pilots, 

like the trials planned by E.On in Germany, in order to test the restrictive cybersecurity 

and efficiency requirements of German regulation [6]. 

Some electricity companies have already used BPL technologies in power grid au-

tomation but limited to the monitoring of the medium voltage (MV) section of the grid, 

with the purpose of collecting data from substations. Several companies have been us-

ing this for some time, although the existing solutions are proprietary solutions, de-

pendent on specific manufacturers. These solutions for the MV sections do not entail 

the difficulties of the LV section since, on average, the network is much more stable 

(very stable impedances), the topologies are simpler (a lower number of nodes) and the 

propagation conditions are propitious (lower noise level and interferences). 

For any other type of communication required for both LV and MV networks, the 

most common communications systems are based on radio frequency, mostly using 

mobile phone technologies such as GPRS, 3G, 4G and other similar protocols. The use 

of these communications has a high operational cost for electricity companies, this be-

ing the main cause that companies seek the development of a private communication 

network based on PLC. As it will be described in Section 4, international alliances that 

developed the NB-PLC solutions have already been working on the creation of a BPL 

standard applicable to smart LV electrical grids. The uses that are intended to be offered 

are diverse: the delivery of consumption and measurement data in real time to the users, 

the automation of LV distribution, the control and management of renewable genera-

tion plants in real time, the control and management of the MV network for the assur-

ance of supply quality, the detection of isolated networks, the guarantee of cybersecu-

rity aspects, the introduction of blockchain for the electricity market and future services, 

etc. For instance, related projects have reported raw data rate of several tens of Mbps 

achievable for links up to 500 m [7], which can be very positive for supporting and 

upgrading AMI applications, such as Demand Response (DR) [8]. DR allows utilities 

to increase the efficiency of their systems by adjusting the demand with the power sup-

ply on an instantaneous manner. The management of energy assets can also benefit 

from this increase of bandwidth, since more frequent and precise data can be transferred 
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in less time. Other smart services, such as the EV management or the cybersecurity 

over the power grid will be greatly improved with the higher data rates and low latency 

inherent to BPL. Smart Cities will benefit greatly from these improvements, not only 

from the power grid perspective, as described above, but also considering management 

aspects, since the control of assets such as public EV fleets, urban energy resources 

(e.g., district heating systems), traffic signaling, disposal management, etc. could be 

performed through BPL in real time while assuring cybersecurity and integrity of the 

data. For instance, Smart City Mannheim (moma), a research project set up under the 

German government funded programme ‘E-Energy’ was created to demonstrate how 

renewable energy can be optimally integrated into the grid as well as how the city can 

act as an energy store through the use of BPL [9]. 

Despite current efforts in the development of BPL systems, there is still few studies 

concerning the planning of BPL networks [7]. Therefore, the roll-out of large BPL net-

works needs deep research regarding the technology behaviour and the planning pro-

cess. 

4 Current work in related BPL Forums  

Within the existing efforts towards the implementation of BPL, the PRIME Alliance 

[10] is one of the key drivers. PRIME (PoweRline Intelligent Metering Evolution) is a 

mature, consolidated and global NB-PLC standard for smart metering or Advanced 

Metering Infrastructure (AMI), network control and monitoring applications, fulfilling 

the goal of establishing a set of open international PLC standards. One of the key chal-

lenges of PRIME has been to achieve interoperability between equipment and systems 

from different manufacturers and deployments of more than 20 million PRIME meters 

by utilities and solution providers across Europe with a recent expansion in the Middle 

East. Current PRIME solution is now being used and installed in more than 15 countries 

around the world [11]. 

The PRIME Alliance, promoted worldwide by Iberdrola and other utilities such as 

Naturgy, EDP, CEZ, Viesgo or Energa, created in 2019 a working group to develop a 

BPL standard able to address the delivery of consumption and measurement data in real 

time to the users, the automation of the LV distribution section, and the control and 

management of renewable generation plants in real time. Following the creation of this 

working group, E.on (German distribution company), Corinex (Canadian manufacturer 

of BPL devices for the home) and Devolo (German manufacturer of BPL devices for 

the home) also joined the PRIME Alliance. To these incorporations must also be added 

the active presence in the alliance of companies such as ST Microelectronics (Italy), 

Microchip (Spain), Renesas (Japan) or ZIV (Spain), which were relevant for the devel-

opment of the NB-PLC standard in the Alliance. The working group analyzed in 2019 

the different existing alternatives in the current use of BPL at home, such as HomePlug 

or Gh.n, to see how mature were the developments carried out by then and whether this 

solution could be adapted to the environment of the electrical distribution network. 

Some initial tests suggested that the ability of the Gh.n technology to be adapted to new 

scenarios can make it appropriate as the basis for the development of a PRIME-BPL 
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technology. Moreover, Gh.n is the proposed basis for the BPL solution presented in [2-

1], with the aim of dealing with the security requirements recently announced by the 

German Federal Ministry for Economics and Technology in the development of their 

Smart Grids [12]. 

The PRIME Alliance has set a milestone by 2020-early 2021 to describe a full 

PRIME-BPL specification. This implies that laboratory and on-field tests will have to 

be developed. The laboratory tests will allow to check different implementations, for a 

first identification of relevant parameters and to get some feedback for the manufactur-

ers. Field testing should ensure the performance of the devices both in controlled envi-

ronments and in real-world situations where power line impedances, attenuations, and 

existing noise can limit the performance of the transmission technology. The specifica-

tion must cover the physical layer, the MAC layer and a convergence layer, as it was 

defined in PRIME 1.3.6 and PRIME 1.4 NB-PLC specifications. 

In addition, another relevant promoter of BPL is the Broadband Forum [13], an open, 

non-profit communications industry organization focused on accelerating broadband 

innovation, standards, and ecosystem development. Broadband Forum’s projects span 

across 5G, connected homes, cloud, and access. Their working groups collaborate to 

define best practices for global networks and develop multi-service broadband packet 

networking specifications addressing architecture, device and service management, 

software data models, reference implementations, interoperability and certification in 

the broadband market. In fact, the Broadband Forum has developed a well-defined test 

bed and an established set of tests that enable a performance comparison between PLC 

products and technologies that can be independently verified, as described in Section 

6.  

In parallel, other associations, such as G3-PLC Alliance, promoted by EDF in 

France, is also addressing the increase of bandwidths and data rates to extend the uses 

of PLC communications. 

5 Addressing BPL for the coming future: BB-GRID project 

Considering the window of opportunity that currently exists for BPL technology, the 

BB-GRID project addresses the challenges and needs that a future deployment of BPL 

will require, mainly from the empirical perspective. The project counts on the support 

of some of the main European electricity companies and it is structured in the following 

main research topics: 

1. Characterization of the LV section of the electrical network as a propagation 

medium for broadband data transmission. Given the lack of results about the 

behaviour of the propagation medium in higher frequency ranges and the ab-

sence of theoretical models, the first objective of the project will be the de-

tailed characterization of the communication medium through extensive field 

measurements, in a set of network and cabling topologies that will be consid-

ered as representative of the most common scenarios of the LV network. In 

this sense, the definition of a measurement methodology and the implementa-

tion of a measurement system adapted to this frequency range will be also 

addressed. 
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2. Definition of a new technology for broadband data transmission in smart elec-

trical grids (named PRIME-BPL), which meets the demanding requirements 

of future applications (low latency, high transmission rate, cybersecurity fea-

tures, stability of connections and robustness against different types and inter-

ferences in the network). 

3. Design and implementation of a development platform for the PRIME-BPL 

technology, which allows the testing of different configurations of the tech-

nology and the implementation of the necessary modifications, in an efficient 

and agile manner. 

4. Laboratory and field tests of the new PRIME-BPL transmission technology, 

in order to test the performance of the technology in different scenarios, net-

work topologies, transmission requirements and types of interference. The 

field tests will be developed in collaboration with an electricity company. 

5. Proof of concept of transmission and reception of PRIME-BPL technology, 

with the aim of implementing the developed technology in an FPGA and test-

ing it under laboratory conditions, including the conditions of the propagation 

medium. 

5.1 Characterization of the LV section of the electrical network as a means of 

propagation for broadband data transmission 

The characterization of the electrical network as a propagation medium for data 

transmission is essential for the subsequent design of a robust and efficient communi-

cation systems adapted to the environment. This characterization has been carried out 

empirically in recent years based on impedance and attenuation measurements of the 

network itself at the frequencies of interest, as well as the levels of emissions from the 

numerous devices connected to the grid. However, most studies carried out to date have 

been limited to frequencies below 150 kHz, only a few of them have extended the study 

only up to 500 kHz, which leads to a lack of results in the range of frequencies consid-

ered by BPL for distribution electrical grid (up to dozens of MHz). The behavior of the 

electrical network at frequencies above 150 kHz is, therefore, a question that must be 

resolved in order to implement the communications system that best suits the charac-

teristics of the network. 

On one hand, in terms of noise and interfering emissions in the LV electrical net-

work, it has been shown that some devices connected to the network generate emissions 

in the frequency band from 2 to 150 kHz, a range commonly used by NB-PLC technol-

ogies [14]. Although these technologies consider the use of robust coding and modula-

tion techniques, there are studies that show that these interfering emissions present in 

the transmission channel can severely affect communications [14-18]. 

These disturbances basically consist of radio noise and unwanted emissions generated 

by devices connected to the grid, which have been classified according to different cri-

teria, such as frequency response and duration or periodicity as background noise, col-

oured noise, narrowband noise, harmonics of the switching frequency of the device 

connected to the grid and impulsive noise [19-21]. 

According to the European Committee for Electrotechnical Standardization 

(CENELEC), these types of noises and unwanted emissions are generated by a wide 
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variety of devices in the 2 to 150 kHz band [14]. The most relevant are: electronic 

devices that include small inverters for switching (power supplies, elevators, washing 

machines ...) [22-24], lighting equipment (compact bulbs, fluorescent and LEDs) [25-

28] and distributed energy sources such as photovoltaic inverters (PV), battery 

chargers, hydraulic power systems or wind turbines [19-20], [24], [28-32]. As the num-

ber of renewable energy generators, electric vehicle (EV) chargers and energy-efficient 

devices is expected to increase in the coming years, the number and extent of unwanted 

emissions is also expected to increase considerably. The interest in the analysis of PV 

panels, battery chargers and other devices that contain inverters is that the inverters 

generally generate unwanted emissions in the harmonics of the switching frequency 

that interfere with PLC systems. 

Due to the great variety of sources and types of unwanted emissions and the variable 

behaviour in time and frequency, their characterization has to be empirical, so it re-

quires extensive field and laboratory measurement campaigns. This characterization 

must be carried out using a commonly accepted measurement methodology, which en-

ables the analysis of the great temporal and frequency variability of the various types 

of noise. Moreover, since not many studies or measurement campaigns have been car-

ried out at frequencies above 150 kHz, it is necessary to complete a detailed character-

ization of the electrical network in these terms at higher frequencies, to estimate 

whether the unwanted emissions could cause problems in communications in the fre-

quency bands where BPL works. 

In addition, the knowledge about the grid impedance of the LV section is limited, 

especially at frequencies above 9 kHz. However, the impedance has a significant impact 

on many aspects. First, the impedance of the electrical network affects the propagation 

of unwanted emissions, and therefore, it alters the possible interfering effects of these 

emissions on other electrical devices [14], [29-31]. Second, the impedance of a certain 

user device can present a low-impedance circuit at high frequencies and, therefore, it 

can cause high attenuation of the communications signal [14]. Additionally, the correct 

implementation of the power stages of the communication devices requires impedance 

mismatching in the operating frequency range, and for that, it is essential to estimate 

the impedance of the network at this frequency range. Therefore, it is important to in-

vestigate the typical values of the network impedance at higher frequencies. Since the 

access impedance depends on the network topology, type of cable and the connected 

loads, exhaustive measurement campaigns are needed in different scenarios, in order to 

carry out a statistical approximation that results in typical values of the network imped-

ance [14], [33]. 

Finally, the characterization of the attenuation of the LV network is another of the 

key aspects to consider for the correct planning of communication services, given that 

high attenuation can lead to poor reception quality. As for the access impedance, there 

are few studies on this matter in the literature. Previous related work from the authors 

[34] showed that, added to the expected influence of the distance of the cable sections 

on the attenuation, the branches of the distribution network significantly increase the 

effects of the attenuation. In addition, it was concluded that there is a strong dependence 

of the attenuation with the frequency, without showing a common trend or pattern for 

different scenarios. The results corroborated the complexity of the electrical network 
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as a propagation medium for the data transmission, since the attenuation depends on 

the distance, the topology of the network and the frequency, but also on the impedance 

and the location of the different loads that can be connected to the network at all times. 

Given the absence of theoretical models, the characterization must be carried out 

through field measurements, in a set of network topologies and cabling typology that 

are considered representative of the most common scenarios of the LV network. For 

the same reason, since there is no measurement methodology or measurement system 

adapted to this frequency range, it will be also designed as part of this work. Among 

the aspects to be investigated are the following: transmission losses, the influence of 

the topology of the electrical network and the type of cable and the effects of the loads 

connected to the network at all times. Likewise, it requires a detailed characterization 

of the typology of radioelectric noise and the interfering emissions present in the net-

work in this frequency range, generated by the connected electronic devices. The nature 

and characteristics in the time and frequency domains of all these aspects will determine 

the most efficient set of techniques for communication to be robust against emissions 

of a certain nature, while allowing the maximization of the data bit rate and the scope 

of transmissions. 

5.2 Definition of a new technology for broadband data transmission 

Current uses of PLC technologies could suggest that the use of BPL technologies 

over the distribution network is immediate. However, the electrical distribution network 

presents very different characteristics with respect to the home networks. Within a 

home, the distance between two communication nodes (i.e., two computers connected 

to two sockets) is short, the impedance of the network within the home is very stable 

and, although there may be certain variations in terms of the number of phases or num-

ber of connection points and cable quality, this variety is very limited. Outside the 

home, the distance between the supply points and the substations is highly variable, 

ranging from a few dozen meters to a few kilometres, the impedances of the different 

points of the network vary depending on factors such as the connected loads accumu-

lated at multiple supply points and cable types and network topologies can cause major 

inconveniences in the distribution of the communications signal. 

Related researches carried out worldwide on broadband technologies for use in elec-

tricity distribution networks is also very limited. The search for a technology adapted 

for the electrical distribution network will entail the adaptation of the frequency bands 

currently defined for applications within the home and the optimization of the modula-

tion schemes, as well as a more exhaustive analysis of the transmission medium, as 

described in Section 5.1. 

The proposed definition of a new technology for broadband data transmission in 

smart electrical grids considered in this work does not intend to start from scratch, but 

rather to adapt the most successful technology used within the home and create a subset 

of parameters that allow the use of this technology in the electricity grid. This subset 

could include a limitation of the frequency bands used, an adaptation of the modulation 

schemes for its use in more extensive and varied networks, and a different management 

of the transmitted power than the method used in the standard within the home.  
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The first step to achieve the definition of the technology will be to analyse the dif-

ferences in the environment in which the equipment will work for the required use ver-

sus the environment in which it had been used to date. Then, several performance levels 

to be met by the technology will be defined, in which the lowest level includes the 

minimum requirements that must be met. These minimum requirements must be met 

even in those cases in which the environmental conditions are more restrictive. The 

requirements must be defined in order to ensure the availability of communications in 

the network, limit the latency of communications, correctly manage the collisions that 

may occur and ensure the speed and flow necessary for the correct operation of the 

system in high-density networks of communication nodes.  

Once these aspects are covered, the configuration of the physical (PHY) layer will 

be defined, taking the standard Gh.n as a starting point, that will most likely imply a 

limitation of the frequency bands. Another aspect to verify in the definition of the PHY 

layer will be the adequacy of a set of modulation configurations to be used in the wide 

variety of network topologies. Based on the experience of the NB-PLC deployment in 

the LV grids, the definition of a wide set of modulation configurations will be needed, 

in order to adjust the modulation scheme to the specific conditions of different scenar-

ios. In addition, the definition of the maximum transmission power and the management 

of the transmitted power levels will be essential to achieve an efficient technological 

solution that complies with existing regulations, as there is a regulated limitation  of the 

transmitted power in the radioelectric spectrum, both conducted and radiated. In defin-

ing this PHY layer, in addition to these regulatory aspects, it is very important to con-

sider energy efficiency aspects, since the increase of the transmitted in a wide frequency 

range can lead to low efficiency rates in the transmission and/or to considerably tech-

nical losses in the electrical distribution network. 

Finally, the relationship of the PHY layer with the upper layers will be considered.  

This is one of the most divergent aspects with respect to both the home broadband so-

lutions and the NB-PLC grid technologies. Within the home, the solution is simple, 

since communication is limited to a few nodes (two or three) that establish a link at a 

specific time, which do not require changes in the network. In the NB-PLC deploy-

ments for electrical networks, a complex relationship between the PHY layer and the 

upper layers have to be addressed, given the number of nodes that could be connected, 

the variety of existing topologies and the variability of the topology over time. Each 

NB-PLC technology addresses this issue from different approach. The management of 

the MAC layer in Meters & More Association is closely related to the PHY layer and 

seeks the limitation of topology changes. On the contrary, the management of the MAC 

layer in the solutions of the PRIME Alliance or G3-PLC seeks a rapid adaptability of 

the networks by promoting the self-discovery of new nodes in the network. The ap-

proach selected in this task is closer to the solution carried out by the PRIME Alliance-

for NB-PLC. Taking the Gh.n standard as a starting point, this definition will be one of 

the critical aspects of the project. 
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5.3 Design and implementation of a development platform for the PRIME-

BPL technology 

Once the new technology is defined, a platform to develop and implement the new 

technology will be designed, in form of a user-friendly software platform that allows 

the introduction of multiple parameters in a simple way.  

The definition of the technology described in the previous subsection will include 

both functionally and theoretically the technology to be implemented. However, there 

are many determining aspects derived from the technological implementation, as well 

as the need for subsequent diagnosis. During this stage, the bases of architectural issues, 

such as the definition of the system architecture, will be established, so that the tool can 

serve as an initial instrumentation implementation and later it can evolve to a commer-

cial implementation. More detailed design issues will also be defined, such as the met-

rics to be obtained from the internal operation of the equipment for its diagnosis and 

operation, together with decisions of the high-level algorithms to be used in both trans-

mitter and receiver blocks. 

The software of the PRIME-BPL development platform will be developed in a mod-

ular way with a defined style guide, so that later, each one of the blocks can be replaced 

by optimized versions oriented to DSPs or specific algorithms in FPGAs. All the soft-

ware development will be done on GIT revision control with unit tests. There will be a 

clear division between general-purpose signal processing routines and those that are 

developed specifically for the implementation of this BPL technology. All functional 

modules will have unit tests and their own diagnostic capacity. 

Finally, as a first phase for the testing and evaluation of the technology, the imple-

mentation of the development platform must be validated at the laboratory. It is im-

portant to detect possible errors in the implementation, for which an isolated environ-

ment is required with respect to external sources of interferences. In addition, multiple 

possible options and configurations of the physical layer, considered for PRIME-BPL 

and implemented in the development platform (number of carriers, bandwidth, symbol 

time, modulation scheme, technical encoding, interlacing technique, etc.) must be also 

taken into consideration. Each module of the system must be tested individually, in 

order to guarantee that each one of the modules is correctly implemented. Furthermore, 

this validation methodology facilitates the identification and correction of possible im-

plementation errors. 

5.4 Laboratory and field tests of the new PRIME-BPL transmission 

technology 

In this phase of the work, different configurations of the defined PRIME-BPL technol-

ogy will be tested at two levels: first, in a controlled laboratory environment, in order 

to test the performance of the technology in presence of controlled sources of affection 

of the communication channel; second, at a set of locations on the power grid that are 

representative of typical distribution network topologies and cabling types. 

The development platform described in the previous subsection will facilitate the test-

ing of different configurations and options of the PRIME-BPL technology, allowing 
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the change from one to another in an agile and simple way, depending on the results 

obtained on-field. 

 As a previous step to the field tests, the performance of PRIME –BPL will be eval-

uated against different sources of interference over the propagation channel, controlled 

in amplitude, frequency and time of occurrence. In this way, the level of affection is 

clearly delimited and the response of the technology to each of the types of affection is 

precisely measured. The development of a laboratory workbench is proposed to carry 

out these tests. This workbench will allow the replication of representative scenarios of 

the grid. In addition, situations collected during the on-field measurements (subsection 

5.1), such as attenuation levels, network impedance values for different frequencies and 

interfering emissions or noise levels, among others, will be replicated in the workbench. 

This will allow the replication of real scenarios present in the electricity network, in a 

controlled way, in the laboratory, to objectively measure the level of affection of each 

one of them in the quality of communications. Tests will be carried out against the 

following types of affections: narrow-band interfering emissions (single-frequency 

tones), interfering emissions composed of a set of harmonics of a reference frequency, 

white noise and colored noise of different levels and frequency patterns, replicas in NB-

PLC emission frequency, different levels of channel attenuation, phase distortions, 

point fades, periodic noises and impulsive noises of different amplitude and duration. 

The metrics used for the evaluation of the technology will be the usual ones: SNR value 

for a threshold FER value, percentage of received frames, etc., for the different channel 

effects and for the different transmitted signal configurations. Once the first results are 

obtained, an iterative evaluation and correction work of the PRIME-BPL technology is 

proposed, so that all those aspects that are detected as susceptible to improvement, are 

implemented in the development platform and re-evaluated in the laboratory tests. This 

iterative process guarantees an improvement in the response of the technology to dif-

ferent channel effects and transmission requirements.  

 Then, a set of representative scenarios of the power grid, in terms of number of 

connected devices, network topology, type of cabling, sources of emissions and data 

transmission requirements, will be selected, in order to test the performance of the 

PRIME-BPL technology. In addition, representative situations of the future evolution 

of the electricity network will be included: microgrids, EV recharging points, renewa-

ble energy generation and storage systems (at the prosumer level and at the small pro-

ducer level) and on-demand storage systems from the needs of the network. The selec-

tion of the scenarios and their corresponding access points will be carried out in collab-

oration with an electricity company, which has expressed its willingness to collaborate 

in this stage. These on-field measurements represent the key test to evaluate the tech-

nology developed. The response of PRIME-BPL, in terms of performance, robustness, 

latency times, connection stability and data transmission rate, in presence of different 

density of connected devices and of different types of interference, will be the definitive 

evaluation of the product developed.  

 Finally, once the first results from the measurements are obtained, an iterative 

evaluation and improvement process will be also conducted, so that all those aspects 

susceptible to improvement detected during the measurements can be applied to the 

PRIME-BPL development platform. 
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5.5 Proof of concept of transmission and reception of PRIME-BPL technology 

In this stage, a proof of concept is developed with the objective of implementing the 

developed technology in an FPGA and testing it under laboratory conditions, including 

the conditions of the communication medium. Hence, the complete design of the proof 

of concept in FPGA format is considered, its implementation in the appropriate labor-

atory environment for this purpose and, finally, the evaluation of its performance, with 

the aim of validating the described BPL-PRIME technology in a practical way. 

Throughout this task, the design of a proof of concept of the developed technology 

will be carried out, using the results obtained from the laboratory and on-field tests. 

During this design phase, the improvement proposals that will be defined in the previ-

ous stage will be used and will be integrated into the BPL development tool. The tech-

nically feasible improvements will be evaluated, taking into account their practical im-

plementation to ensure an industrial future of the technology. Based on the results ob-

tained, some parameters of the technology will be defined to reduce its parameteriza-

tion, simplify its implementation and standardization, to ensure a design that is as sim-

ple as possible, facilitating its subsequent industrial viability. Additionally, a graphical 

interface will be designed to be able to use the tool dynamically, to ensure a simple 

diagnosis of its operation and a smooth transfer of technology to the business fabric. 

Then, the implementation of the software previously designed will be carried out. 

Both the implementation of the enhancements and the graphical interface will contain 

unit tests. The software for the PRIME BPL tool and the graphical interface that allows 

diagnosing and configuring its use will be independent software with separate reposi-

tories, subtask management and unit tests. The design of the graphical interface will be 

done in C ++ considering its portability to Windows and Linux environments. Existing 

AMI Manager tool from ZIV that already serves simpler NB-PLC systems and has been 

widely used in smart PLC systems will be used as a basis. During this task, tests will 

be carried out at the simulation and laboratory level of basic functions, in which the 

complete operation in presence of white and impulsive Gaussian noises will be tested. 

To do this, SNR-FER curves will be made and will be compared with other technolo-

gies, as well as with the theoretical limits. 

Finally, both the measurements obtained in the work described in Subsections 5.2 

and 5.4, respectively, will be used to test the demonstrator in representative Smart Grid 

environments. The tests will continue at the laboratory, now introducing the representa-

tive propagation characteristics obtained from the field trials. SNR-FER curves will be 

obtained for the operation of the technology as a function of the operating parameters. 

These SNR-FER curves will serve both to validate the technological implementation, 

but will also be used later to assist in the technological selection, in on-field deploy-

ments and in the configuration of the transmitter parameters of the adaptive algorithms 

for the management of the modulation schemes of the MAC layer. 

6 Hands on BPL: lab tests and performance evaluation 

First laboratory trials will be done following the last version of the “Performance Test 

Plan For In-Premises Powerline Communication Systems” published by the Broadband 
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Forum [35]. The document is aimed to provide industry, operators, and test labs with a 

well-defined test bed and an established set of tests that enable a performance compar-

ison between PLC products and technologies that can be independently verified. Sev-

eral categories of tests are included, such as throughput performances, noise immunity, 

topology, traffic, security and QoS, among others, thus, allowing the verification of a 

wide range of features of the BPL technology, which will provide a useful feedback for 

future deployments.  

Below two main set-ups are described, corresponding to the throughput and Power 

Spectral Density (PSD) test performance. Figure 1 shows a proposed test set-up for the 

evaluation of the throughput and the performance against noise, aiming at testing the 

performance of BPL under different conditions. Several devices can be identified in 

this set-up [35]:  

• Traffic generator/analyser: this block corresponds to a laptop that generates 

and analyses the traffic. Typically, iperf software is used. Iperf is a widely 

used tool for active measurements of the maximum achievable bandwidth 

on IP networks. It supports tuning of various parameters related to timing, 

buffers and protocols (TCP, UDP, SCTP with IPv4 and IPv6) [36] 

• PLC adapter: this block corresponds to the BPL nodes. For the sake of this 

project, several BPL nodes from different vendors will be tested.   

• UPLC: the Universal PLC splitter is an equipment that allows to transfer 

the PLC signal (transmitted either through 2 or 3 wires) that is being sent 

over a powerline cable into the three different coaxial conductors (corre-

sponding to L, N and PE). A schematic of how such a device may be im-

plemented can be seen in Figure 3. 

• Channel emulator: this component allows to emulate the behavior of a real 

powerline channel. The channel emulator shall include a noise generator 

function. This noise generator function can be both activated and deac-

tivated in the tests. A generic view of this device can be consulted in Figure 

4. 
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Figure 2. Test set-up for BPL evaluation - throughput [35]. 

 
Figure 3. Universal PLC splitter schematic [35]. 
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Figure 4. Generic schematic of the channel emulator [35]. 

Figure 5 shows the proposed set-up for the measurement of transmit PSD in-band and 

out of band for the system under test. In addition to the traffic generator, BPL node and 

UPLC blocks, as seen in the previous set-up, this configuration also includes: 

• Spectrum analyser: this device will record the PSD measurements 

• Splitter: for these tests, it is a 3dB power combiner/divider, ie, a passive device 

that connects three segments of a coaxial medium combining/dividing the 

power of the signals that pass through this device 

• Att1, Att2 and Att3: corresponds to different values of attenuation for each 

line, according the test procedure. 

 
Figure 5. Test set-up for BPL evaluation - PSD [35]. 
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7 Conclusions  

This work presents the possibilities of BPL for the Smart Grid. The technology has 

been reviewed, as well as the current main drivers towards its introduction in future 

wide deployments. In addition, the BB-GRID project has been presented and some first 

lab trials with BPL devices have been introduced. BB-GRID intends to maximize the 

benefits of BPL for future improvement of the grid and new services through an exten-

sive research and empirical work.  

As an overall conclusion, BPL is a very promising technology for the enforcement 

of Smart Grids. Therefore, it should be seen not as a substitute of already deployed PLC 

technologies, such as NB-PLC, but as a necessary complement of these. Smart Cities 

will benefit greatly from these improvements, since beyond the power grid enhance-

ment, management aspects can be also addressed with BPL in real time while guaran-

teeing data privacy and cybersecurity. 
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Abstract. Carbon pricing is a cost-effective method for mitigating climate im-

pacts, including in the transport sector. This article examines the life cycle cost 

and carbon dioxide (CO2) emissions of the Solid Oxide Fuel Cell Electric Vehi-

cle (SOFCEV) powered by Brazilian fuels. The potential for cost reduction of 

the SOFCEV dissemination was evaluated, considering the Brazilian productiv-

ity of sugarcane and the carbon fixed by these plantations through the mecha-

nism of carbon credits sale. The fuels considered were sugarcane ethanol and 

gasoline C (73% gasoline and 27% anhydrous sugarcane ethanol). Three sce-

narios were outlined: a) Cost of investment in equipment, fuel production, and 

vehicle maintenance and operation in R$/km, over a 10-year amortization peri-

od; b) Cost of CO2 emissions of the SOFCEV from well-to-wheel added to cost 

(a); c) Cost of carbon fixed by hectares of sugarcane in Brazil necessary to sup-

ply the fuel demand of the SOFCEV subtracted from (b). Results showed that 

the SOFCEV fuelled with Brazilian sugarcane ethanol attend the carbon neutral 

cycle, since its avoided cost with carbon credits sale implementation is 3.6 

times bigger than its emissions cost. Gasoline C showed similar results for the 

three scenarios, with an emissions cost 1.4 times bigger than the avoided cost 

by carbon fixation. Thus, it is expected to obtain economic and environmental 

indicators to encourage the use of biofuels in the Brazilian transport sector, spe-

cifically in electromobility.  

Keywords: Life Cycle Cost, Carbon Credits, Solid Oxide Fuel Cell Electric 

Vehicle, Carbon Dioxide Emissions, Sugarcane Ethanol. 

1 Introduction  

In recent years, the actions resulting from economic and industrial activities have 

caused several negative impacts on the dynamics of ecosystems, particularly regard-

ing the emission of greenhouse gases (GHG). Some of these impacts are: extreme 

weather conditions such as prolonged droughts, rising sea levels, increased forest 
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fires, changes in the rain regime and agricultural patterns, among others [1]. The 

world’s energy matrix will have to undergo transformations to slow the increase in the 

global average temperature, this can be achieved by the adoption of green alterna-

tives, until the level of zero net emissions can be reached. According to the Interna-

tional Renewable Energy Agency [2], in order to maintain global warming below 2ºC 

until 2050, it is mandatory that, by 2030, the proportion of bioenergy in relation to 

global energy consumption be doubled, and triple the use of biofuels for the transport 

sector. 

However, internal combustion engine vehicles (ICEV) dominate the Brazilian fleet 

of non-commercial light-duty vehicles (LDV) and, despite the success in using etha-

nol in flex vehicles, there is still a large share of inefficient ICEV with obsolete tech-

nologies that operate without remarkable fuel economy, and consequently with high 

exhaust emissions [3]. According to Souza et al. [4], it is estimated that LDV fuel 

consumption in Brazilian urban roads is around 3.77 MJ/km, while in the review 

made by Rosenfeld et al. [5], modern LDV have an average consumption of 1.60 

MJ/km. Consequently, the main source of emissions in the Brazilian energy sector is 

transport, having been responsible for the emission of 200.2 million tons of carbon 

dioxide equivalent (CO2 eq.) in 2018, which represents 49% of the total emitted [6].  

Thus, it is understood that electromobility would play an important role in the de-

carbonization of the transport sector, as it combines technologies with low or zero 

exhaust emissions. The number of electric vehicles in circulation in early 2018 in-

creased by 63% over the same period last year worldwide [7]. However, this increase 

is not uniform across the globe, with many countries lagging behind due to factors 

such as the lack of infrastructure and incentives for technologies that best serve a 

certain national scenario. In economic terms, the ICEV still has a more competitive 

selling price than electric and hybrid vehicles (around 40% more expensive), in addi-

tion to the high initial investment cost in local infrastructure for charging and adapting 

the electrical matrix [7].  

According to the review conducted by Guimarães [8], some of the policies and ac-

tions can be adopted to mitigate emissions, especially in the transport sector, such as: 

(i) carbon emission regulation policies (e.g., carbon tax, carbon cap and carbon cap-

and-trade); (ii) use of renewable fuels (i.e., biofuels); (iii) increased vehicle energy 

efficiency; (iv) emissions inventory; (v) actions in the transport infrastructure, vehicle 

technology and management, aiming to reduce these emissions. According to the 

World Bank [9], the carbon pricing policy represents the internalization of social costs 

resulting from GHG emissions, establishing a value for the ton of CO2 eq. emitted. 

This social cost includes all expenses directed to society that may be related to cli-

mate change, such as the repair of territorial damage caused by floods or forest fires, 

and expenses resulting from damage to health caused by heat waves. 

 In addition, carbon pricing is a regulatory instrument that generates cost-

effectiveness gains, i.e., it demonstrates mitigation potential by directing consumer 

demands and investments to services and technologies with a lower carbon footprint 

[10]. Carbon pricing in Brazil has been in development since 2011, with the estab-

lishment of the preliminary proposal to prepare the market for its implementation 

[11]. Regarding the transport sector, the National Biofuels Policy (RenovaBio) plays 
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an important role through the implementation of Decarbonization Credits (CBIO), 

which apply to Brazilian producers and importers of biofuels certified by RenovaBio. 

This instrument aims to value efficient agents in the biofuels market and generate 

incentives to reduce the carbon intensity of their production process each year [12]. 

According to projections by the International Council on Clean Transportation, the 

CBIO provide incentives for better performing sugarcane ethanol producers, with an 

emphasis on bagasse ethanol (i.e., second generation ethanol) producers which gener-

ates 95% carbon savings over fossil gasoline [13]. 

Among the cleanest electric vehicle technologies are the Battery Electric Vehicle 

(BEV) and the Hydrogen Fuel Cell Electric Vehicle (HFCEV), which have zero ex-

haust emissions. The commercially available HFCEV models operate with the Proton 

Exchange Membrane Fuel Cell, a low temperature fuel cell that must be fed directly 

with hydrogen and presents only water and heat as exhaust emissions. However, one 

of the biggest challenges for the mass adoption of HFCEV is the hydrogen supply 

infrastructure [14]. As an alternative, there is the Solid Oxide Fuel Cell Electric Vehi-

cle (SOFCEV) which, due to the high operating temperature of its fuel cell, presents 

the possibility of internal production of hydrogen from the insertion of reformable 

fuels (e.g., ethanol and gasoline) in the vehicle. 

Thus, it is believed that the SOFCEV could be adopted as an alternative to the Bra-

zilian context, since it is a technology that values both the sugarcane ethanol produced 

in the country and the use of electromobility, without the requirement for significant 

changes in the local supply infrastructure. There is also the possibility of reducing 

costs based on obtaining and selling carbon credits, which tends to favor biofuel pro-

ducers. 

This article examines the life cycle cost and carbon dioxide (CO2) emissions of the 

SOFCEV powered by Brazilian fuels. Thus, it is expected to obtain economic and 

environmental indicators to encourage the use of biofuels in the Brazilian transport 

sector, specifically in electromobility. 

2 Methodology and Assumptions Adopted  

The analysis was based on the life cycle cost (LCC) method for the SOFCEV, assum-

ing capital investments (capital costs), vehicle manufacturing cost, maintenance and 

operating costs, fuel production cost and well-to-wheel (WTW) emissions cost. The 

fuels considered were Brazilian sugarcane ethanol and gasoline C (73% gasoline and 

27% anhydrous sugarcane ethanol). The potential for the cost reduction was evaluated 

considering the cost avoided through the acquisition and sale of carbon credits, con-

sidering the Brazilian productivity of sugarcane and the carbon fixed by these planta-

tions. 

 

2.1 SOFCEV Operation and Specifications 

Inside the SOFC with fuel processor several reactions occur, such as steam-reforming, 

water-gas shift, and electrochemical reactions. These reactions are designed to pro-

duce a gas mixture that mainly contains hydrogen (H2), CO2 and carbon monoxide 
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(CO). The hydrogen supplied after the fuel steam-reforming process via the anode 

side reacts with the atmospheric air from the cathode side to produce electricity and 

heat. The electricity produced charge the battery and the heat is recovered in the form 

of energy through the appropriate technology (e.g., gas turbine). This energy is taken 

to the fuel processor, where the internal production of hydrogen is restarted.  

Fig. 1 shows a simplified SOFC scheme with a gas turbine. The model described 

by Facchinetti et al. [15] includes a fuel processor where partial steam-reforming of 

the fuel occurs, including auxiliary devices (i.e., pump and blowers) and excessive 

steam to guarantee a reduced rate of degradation of the SOFC. The use of heat ex-

changers is necessary to remove the extra energy generated during the operation of 

the system. Unused fuel is directed to a burner where it is oxidized. Finally, the ex-

pansion of the hot gases activates the turbine, ejecting the exhaust gases. 

 

Fig. 1. Simplified Solid Oxide Fuel Cell Scheme with Gas Turbine [15]. 

The basic operation principle of the SOFC is based on three main reactions. These 

reactions are as follows: 

H2 → 2 H+ + 2e-                                                      (Reaction 1) 

½ O2 + 2e- → O2-                       (Reaction 2) 

2 H+ + O2- → H2O                        (Reaction 3) 

The H2 produced upstream is pumped to the fuel cell anode, where it is oxidized 

and separated into two hydrogen protons (H+) and two electrons (2e-), as described in 

Reaction 1 [16]. The oxygen (O2) enters the fuel cell through the positive terminal, 

the cathode, where it is reduced forming two oxygen atoms (O2-), as in Reaction 2 

[20,21]. Each O2- attracts two H+ through the electrolyte, which combine to form the 

water molecule (H2O) in an exothermic reaction (Reaction 3) [20,21]. These reactions 

together form an electron flow, as the electrons formed at the anode bypass the fuel 

cell electrolyte and return to the cathode, generating an electric current. This process 

can be resumed in an overall electrochemical cell reaction, as follows:  

H2 + ½ O2 → H2O            (Reaction 4)  

In addition, conventional vehicles (i.e., ICEV) operate with low efficiency, around 

30-35% [18], while the efficiency observed by Facchinetti et al. [15] in Solid Oxide 
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Fuel Cell (SOFC) with gas turbines was between 60-72%. Therefore, it is expected 

that the SOFC vehicle application will meet increasingly restrictive efficiency and 

fuel economy standards. 

2.2 SOFCEV Life Cycle Cost Calculation System 

The vehicle LCC considers the financial expenses in stages such as preparing the 

infrastructure, manufacturing, producing the energy source (i.e., fuel or electricity), as 

well as the expenses resulting from its maintenance and operation, as explained in Fig 

2. From WTW, there are essential expenses and GHG emissions intrinsic to the main 

stages of the SOFCEV dissemination: vehicle manufacture, generation and transporta-

tion of fuel, and circulation of the SOFCEV. The cost of manufacturing, preparation 

of infrastructure, as well as maintenance and operation of the SOFCEV were obtained 

through equations by different authors. The emissions inventory related to the cultiva-

tion of sugarcane, generation and transportation of fuel was prepared based on data 

available in the literature, specifically for the Brazilian scenario.  

 

Fig. 2. Scope and calculation system. 

Scenario A. This scenario includes the cost of investment in equipment, producing 

Brazilian fuels, manufacturing, maintaining and operating the vehicle. This cost will 

be presented in R$/km, considering anhydrous sugarcane ethanol and gasoline C 

(73% gasoline and 27% anhydrous sugarcane ethanol) as fuel, during a 10-year amor-

tization period. 

The vehicle fuel flow was obtained through Eq. (1) from Braga [19], as follows: 

ṁ = 3.6 ∙
𝑃𝑆𝑂𝐹𝐶

𝜂𝑆𝑂𝐹𝐶 ∙ 𝜌𝑓 ∙ 𝐿𝐻𝑉𝑓

                                              (1) 

Where ṁ is the fuel flow of the SOFCEV in m³/h; 𝑃𝑆𝑂𝐹𝐶  is the SOFC power in 

kW; 𝜂𝑆𝑂𝐹𝐶  is the average efficiency of the SOFC with heat recovery; 𝜌𝑓 is the fuel 

density in kg/m³; 𝐿𝐻𝑉𝑓 is the fuel lower heat value in MJ/kg. 

 Eq. (2) e Eq. (3) from [20,21] were used to estimate the manufacturing cost over a 

10-year amortization period: 

𝑞 = 1 +
𝑟

100
                                                          (2)   
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𝑓 =
𝑞𝑘 ∙ (𝑞 − 1)

𝑞𝑘 − 1
                                                      (3) 

Where 𝑟 represents the annual interest rate of 3.75%, referring to the Selic rate for 

April 2020; 𝑓 represents the annuity factor in 1/year; 𝑞 represents the capital value; k 

represents the amortization period in years. 

The manufacturing cost, fuel production cost, and the maintenance and operating 

cost are determined by Eq. (4), Eq. (5), and Eq. (6), below: 

𝐶𝑣 =
𝐶𝑆𝑂𝐹𝐶𝐸𝑉

∆𝑆
∙ 𝑓                                                       (4) 

𝐶𝑓 =
ṁ ∙ 𝐶𝑓′

𝑣
                                                            (5) 

𝐶𝑀&𝑂 = %𝑀&𝑂 ∙ 𝐶𝑣                                                      (6) 

Where 𝐶𝑣  represents the cost of vehicle equipment and components in R$/km; 

𝐶𝑆𝑂𝐹𝐶𝐸𝑉 represents the total manufacturing cost of the SOFCEV in R$; ∆𝑆 represents 

the vehicle life cycle in km/year, considering a life cycle of 150,000 km in 10 years; 

𝐶𝑓 represents the fuel production cost in R$/km; 𝐶𝑓
′ represents the fuel production cost 

in R$/m³; 𝑣 represents the average speed of LDV on urban roads as 40 km/h, accord-

ing to the Brazilian Traffic Code [22]; 𝐶𝑀&𝑂 represents the portion referring to the 

cost of maintenance and operation in R$/km; and %𝑀&𝑂 is the percentage of the 

vehicle equipment and components cost that represents the cost of maintenance and 

operation, adopted as 10% [23]. 

Therefore, adapting the methodology used by Braga [19] and Micena [23], the total 

cost of Scenario A is described by Eq. (7): 

𝐶𝑎 = [1.23 ∙ (𝐶𝑣 + 𝐶𝑀&𝑂)] + 𝐶𝑓                                           (7) 

 Where 𝐶𝑎 represents the total cost of Scenario A over a 10-year amortization peri-

od. For a more realistic analysis the coefficient 1.23 was adopted, which includes 

additional expenses of 23% on investments in equipment, including land preparation 

(5%), design and engineering (10%), contingency (5%) and permission (3%) [23]. 

Scenario B. In this scenario the emissions cost is added to 𝐶𝑎. Thus, the social cost 

resulting from the negative effects of the anthropogenic GHG emissions is now inter-

nalized, i.e., from the carbon taxation mechanism, WTW emissions of the SOFCEV 

are accounted for and taxed, without acquisition of carbon credits. WTW emissions 

range from fuel production to vehicle circulation on urban roads.  

Tank-to-wheel (TTW) emissions include the steps after the vehicle is supplied, i.e., 

the vehicle circulation and, eventually, the disposal or recycling of components. In 

this study, the TTW analysis includes only the exhaust emissions of the SOFCEV, 

obtained through Eq. (1) and the following global steam-reforming reactions for etha-

nol (C2H5OH) and the gasoline surrogate (C8H18): 

C2H5OH + 3 H2O → 2 CO2 + 6 H2                      (Reaction 5) 
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C8H18 + 16 H2O → 8 CO2 + 25 H2                      (Reaction 6) 

 From the chemical reactions described above it is possible to arrive at the CO2 

emission factor, in terms of kg of CO2 eq. per kg of fuel, calculated by Eq. (8) [24]. 

Here, the CO2 emissions are considered as CO2 eq. emissions, since there are no 

emissions of methane, sulfur dioxide, nitrogen dioxide and particulates present in this 

simulated process. 

𝑓𝐶𝑂2𝑒 =
𝑛𝐶𝑂2 ∙ 𝑀𝐶𝑂2

𝑛𝑓 ∙ 𝑀𝑓

                                                     (8) 

 Where 𝑓𝐶𝑂2𝑒 represents the steam-reforming emission factor in kg of CO2 eq. per 

kg of fuel; 𝑛𝐶𝑂2 and 𝑛𝑓 represent the number of moles of CO2 and fuel obtained from 

Reaction 5 and Reaction 6; 𝑀𝐶𝑂2 and 𝑀𝑓 are the molecular mass of CO2 and fuel in 

g/mol. The values calculated from Eq. (8) for ethanol and gasoline surrogate were 

1.91 kg CO2 eq./kg and 3.08 kg CO2 eq./kg, respectively. 

 The total cost of Scenario B is given by Eq. (9), as follows: 

𝐶𝑏 = 𝐶𝑎 + (𝑅$𝐶𝑂2 ∙
ṁ ∙ 𝑓𝐶𝑂2𝑒 ∙ 𝜌𝑓

𝑣
)                                        (9) 

Where 𝐶𝑏 represents the total cost of Scenario B in R$/km; 𝑅$𝐶𝑂2 is the rate at-

tributed to the kg of CO2 emitted in R$/kg CO2; 𝜌𝑓 is the fuel density in kg/m³.  

 Well-to-tank emissions (i.e., vehicle, battery, ethanol and gasoline production), as 

well as the estimate of TTW emissions (i.e., exhaust gas emissions) for the SOFCEV 

are explained in Table 1. 

Table 1. Well-to-wheel emissions inventory. 

Parameter Value Unit Observations and Source 

Well-to-Tank Emissions 

Vehicle production 0.0678 kg CO2/km Souza et al. [4] conducted a vehicle life cycle assessment 

in Brazil; value adapted for vehicle life cycle of 150,000 

km. 

Battery production 0.0052 kg CO2/km Value obtained by Souza et al. [4] and adapted for vehicle 

life cycle of 150,000 km. 

Sugarcane ethanol production 

in Brazil 

0.0117 kg CO2/km Garcia & Sperling [25] estimated the average emission of 

2,665 kg CO2 eq. per hectare of sugarcane, considering 

stages such as fertilization, harvest and transport, without 

carbon fixation; value adapted considering agro-industrial 

productivity, yield and fuel consumption. 

Gasoline production in Brazil 0.0102 kg CO2/km Value obtained by Souza et al. [4] and adapted for vehicle 

life cycle of 150,000 km. 

SOFCEV Tank-to-wheel Emissions 

Exhaust gas from ethanol 0.0488 kg CO2/km Obtained from the ethanol steam-reforming reaction, Eq. 

(1), Eq. (8), and the average speed of LDV on urban roads 

according to the Brazilian Traffic Code. 

Exhaust gas from gasoline 

(without additions) 

0.0393 kg CO2/km Obtained from the gasoline surrogate steam-reforming 

reaction, Eq. (1), Eq. (8), and the average speed of LDV 

on urban roads according to the Brazilian Traffic Code. 

Scenario C. In this scenario the carbon fixed by sugarcane plantations will be count-

ed when considering the Brazilian sugarcane ethanol pathway. Carbon fixation is the 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 780

ISBN 978-9930-541-79-1



photosynthetic reaction that occurs between atmospheric CO2 and water to generate 

organic products needed by plants. Thus, Eq. (10) presents the adaptation of the 

methodology used by Neamhom et al. [26] and the United States Environmental Pro-

tection Agency [27] to estimate carbon fixation by sugarcane plantations: 

𝐶𝐹 = 0.4 ∙ (
44 𝑘𝑔 𝐶𝑂2

12 𝑘𝑔 𝐶
) ∙ 𝑌                                             (10) 

Where 𝐶𝐹 represents the carbon fixation per hectare of sugarcane in kg CO2/ha; 

0.4 is the conversion factor, which is a ratio of carbon in biomass in the photosynthet-

ic reaction, as follows: CO2 + H2O → 4 CH2O + O2; (44 kg CO2/12 kg C) is the ratio 

of the molecular weight of carbon dioxide to carbon; 𝑌 is the sugarcane productivity 

per hectare in kg/ha. 

To estimate the cost of fixed carbon when meeting the SOFCEV ethanol demand, 

Eq. (11) was used, as follows: 

𝐶𝑓𝑐 = 𝑅$𝐶𝑂2 ∙
𝐶𝐹 ∙ 𝑉𝑓

𝐴𝑃 ∙ 𝑆
                                                  (11) 

Where 𝐶𝑓𝑐 represents the economy based on the carbon fixed by sugarcane planta-

tions during the production of the ethanol needed to supply the SOFCEV demand in 

R$/km; 𝑉𝑓 represents the volume of ethanol consumed during the vehicle life cycle in 

m³; 𝐴𝑃 represents the agro-industrial productivity of Brazilian ethanol in m³/ha; 𝑆 

represents the vehicle life cycle in km. 

Therefore, the total cost of Scenario C is determined by Eq. (12), as follows: 

𝐶𝑐 = 𝐶𝑏 − 𝐶𝑓𝑐                                                        (12) 

Where 𝐶𝑐 represents the total cost of Scenario C, considering the carbon fixed by 

sugarcane plantations during ethanol production in R$/km. Through Eq. (12) the ex-

istence of a simplified market for the sale of carbon credits is considered. In this case, 

it would be possible to sell the credits referring to the fixed carbon value, and thus 

deduct from the total costs. However, it is assumed that there is no maximum emis-

sions limit for the sector (cap). The additional costs resulting from the operation of the 

carbon market due to the lack of regulation worldwide have not been considered. In 

Brazil there are recent sectorial initiatives such as the Decarbonization Credits from 

RenovaBio, aimed at the certification of producers and importers of biofuels in the 

country [12]. 

2.3 Assumptions Adopted 

The assumptions adopted to estimate the SOFCEV production cost, WTW emissions 

and carbon fixed by sugarcane plantations are shown in Table 2. The powertrain spec-

ifications were based on the Nissan prototype ethanol-powered “e-Bio Fuel-Cell”. 

Furthermore, the vehicle itself is based on the e-NV200, which has a 24-kWh capacity 

lithium-ion battery, a SOFC output in the order of 5 kW, a 30-liter fuel tank capacity, 

and an estimated range of 600 km or more [28]. 
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Table 2. SOFCEV specifications, production cost and other assumptions adopted. 

Parameter Value Unit Source Parameter Value Unit Source 

Electric engine power 40 kW [18] 
Anhydrous ethanol 

density 
799.40 kg/m³ - 

Battery capacity 24 kWh [28] 
Gasoline surrogate 

density 
737.00 kg/m³ - 

Car shell mass 1000 kg [18] 
Brazilian anhydrous 

ethanol LHV 
28.26 MJ/kg [29] 

SOFC power 5 kW [28] 
Brazilian gasoline 

LHV 
43.54 MJ/kg [29] 

Vehicle life cycle1 150,000 km [18] 
Ethanol production 

cost in Brazil 
1930.00 R$/m³ [30] 

Average speed on 

urban roads 
40 km/h [22] 

Gasoline production 

cost in Brazil 
1299.17 R$/m³ [31] 

Electric engine cost2 6,502.00 R$ [18] CO2 molecular mass 44.01 g/mol - 

Lithium-ion battery 

cost² 
78,024.00 R$ [18] 

C2H5OH molecular 

mass 

46.07 
g/mol - 

Car shell cost² 72,576.41 R$ [18] C8H18 molecular mass 114.23 g/mol - 

SOFC cost² 42,439.01 R$ [18] Carbon tax 0.12 
R$/kg 

CO2 
[32] 

Fuel tank cost² 411.79 R$ [33] 
Sugarcane yield in 

Brazil 
74369.00 kg/ha [34] 

SOFCEV average 

efficiency 
0.66 - [15] 

Ethanol agro-

industrial productivity 

in Brazil3 

7.26 m³/ha [35] 

3 Results and Discussion 

In the present study, the LCC assessment aimed to assess the possibility of the 

SOFCEV cost reduction based on the purchase and sale of carbon credits at a price 

equivalent to 0.12 R$/kg of CO2 emitted. According to Qiao et al. [36], it is estimated 

that the LCC of the BEV is 9% higher than that observed for the ICEV in 2020 in 

China, while in the same period, the GHG emissions of the BEV were 29% lower 

than that observed for an ICEV. This fact confirms the climatic benefits resulting 

from the advance of electromobility. The main reason for this cost difference is relat-

ed to the high cost of production of the BEV, leading them to still depend on support 

policies and subsidies to encourage the increase of their representation in urban fleets. 

Fig. 3 and Fig. 4 provide a comparison between the three scenarios considered in 

the study, which are: a) Cost of investment in equipment, fuel production, and vehicle 

maintenance and operation in R$/km, over a 10-year amortization period; b) Cost of 

CO2 emissions of the SOFCEV from WTW added to cost (a); c) Cost of carbon fixed 

by hectares of sugarcane in Brazil necessary to supply the fuel demand of the 

SOFCEV subtracted from (b). The SOFCEV fed with ethanol (Fig. 3) presented the 

lowest LCC in Scenario C, having benefited from the sale of carbon credits, consider-

1  A vehicle life cycle of 150,000 km in 10 years of circulation was considered, without con-

sidering the cost of changing to a new cell after that period. 
2  For conversion purposes, the average price of the euro in 2020 until August was adopted as 

5.42 R$/€ [43]. 
3  Average agro-industrial productivity between first and second generation Brazilian ethanol 

was considered [35].  
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ing the avoided cost during fuel production from carbon fixation by plantations of 

sugarcane. Therefore, the greater the agro-industrial ethanol productivity, the greater 

the benefits of carbon pricing under the vehicle LCC, since the use of agricultural 

waste to produce second-generation ethanol increases the volume of ethanol produced 

per hectare of sugarcane. Gasoline C (Fig. 4) showed similar results in Scenarios A 

and C. Therefore, it can be said that the use of fossil fuels, even with the addition of 

biofuels, does not significantly benefit from the acquisition and sale of carbon credits. 

In addition, the carbon fixed by plantations equivalent to the 27% of sugarcane etha-

nol in gasoline C was responsible for making its LCC stable in Scenario C. 

According to results obtained by Qiao et al. [36], the ICEV presented a LCC of 

36,723.00 USD in 2020 under driving cycle in Beijing, and the BEV presented a LCC 

of 39,935.00 USD under the same conditions. When carrying out the necessary con-

versions, the ICEV and the BEV present a LCC of around 1.23 R$/km and 1.34 

R$/km, respectively. Under a 10-year amortization period, the SOFCEV presented an 

average LCC of 2.22 R$/km in Scenario C, which demonstrates a persistent lack of 

competitiveness compared to the vehicles analyzed by Qiao et al. [36]. The high LCC 

of the SOFCEV is strongly related to the high cost of its components, especially the 

SOFC and the lithium-ion battery, so that the acquisition and sale of carbon credits is 

not sufficient to overcome this economic barrier. 

 

 

Fig. 3. Life cycle cost of the SOFCEV fuelled with Brazilian ethanol. 
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Fig. 4. Life cycle cost of the SOFCEV fuelled with Brazilian gasoline C. 

Fig. 5 shows a comparison between the fuel production cost, the emissions cost 

and the avoided cost from carbon fixation in R$/vehicle. It is possible to affirm that 

the SOFCEV fed with ethanol reaches neutrality in the carbon cycle, since the avoid-

ed cost from the fixed CO2 emissions is 3.6 times higher than the cost of WTW emis-

sions. The SOFCEV fed with gasoline C presented an emissions cost 1.4 times greater 

than the cost avoided by carbon fixation by sugarcane plantations. In 2019, the aver-

age production price of Brazilian ethanol was about 1.2 times higher than that ob-

served for gasoline C in the country [28,29]. With the high avoided cost for ethanol 

(Fig. 5), the fuel becomes more competitive than gasoline C in a scenario of commer-

cialization of carbon credits, having an ethanol production cost of around 3,011.79 

R$/vehicle over its entire life cycle. This new cost of ethanol production is 1.7 times 

lower than that observed for gasoline C.  

 

Fig. 5. Comparison between the SOFCEV life cycle production cost, emissions cost, and 

avoided cost from carbon fixation in R$/vehicle. 

Regarding TTW emissions, the SOFCEV with an average efficiency of 66% fed 

with ethanol and gasoline C was 48.75 g CO2/km and 48.34 g CO2/km, respectively. 

Such values are similar because the LHV of gasoline C is about 1.5 times greater than 

that observed for ethanol, causing the flow of gasoline C in the SOFCEV to be lower. 
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Thus, the exhaust emission presented by ethanol is comparable to that of gasoline C, 

even though the latter is a fuel of predominantly fossil origin. For the Brazilian con-

text, according to Souza et al. [4], the ICEV on Brazilian urban roads presents TTW 

emissions around 191 g CO2 eq./km and 162 g CO2 eq./km when fed with regular 

gasoline and E25 gasoline (75% gasoline and 25% anhydrous ethanol), respectively 

[4]. For ICEV with more developed fuel economy, emissions are around 134 g CO2 

eq./km when fuelled with gasoline [5].   

Within the electric vehicle category, the Hybrid Electric Vehicle (HEV) and the 

Plug-in Electric Hybrid Vehicle (PHEV) are the main models with exhaust emissions. 

Both HEV and PHEV have, at the same time, one electric engine and one engine 

powered by internal combustion. However, HEV uses a regenerative braking system 

to supply the electricity to the electric engine, whereas PHEV has the possibility to 

supply the electricity demand through external sources [37]. The light-duty HEV 

emits around 84 g CO2 eq./km, while more modern models of light-duty PHEV have 

emissions in the order of 26 g CO2 eq./km [5]. Therefore, TTW emissions from the 

SOFCEV exceed those from PHEV, but show a good result compared to TTW emis-

sions from ICEV and HEV. 

An analysis of WTW emissions is more extensive, also considering the steps that 

precede the supply and circulation of the vehicle. The ICEV under Brazilian condi-

tions has WTW emissions in the order of 291 g CO2 eq./km for E25 gasoline and 97 g 

CO2 eq./km for hydrated ethanol (addition of 5% water) [4]. In the production stage 

of the ICEV, approximately 50% less emissions are generated than in the production 

of alternative vehicles (e.g., BEV). However, this situation tends to change with the 

optimization of processes and the wide insertion of these new technologies in the 

market [5]. Choi et al. [38] reported that, for the South Korean electric matrix based 

on coal and with 4% renewable sources, the average WTW emissions for the BEV are 

109 g CO2 eq./km. Meanwhile, for the Brazilian scenario, the BEV has emissions of 

around 18 g CO2 eq./km [39]. According to the Brazilian Energy Balance of 2018, 

83.2% of all national electricity produced came from renewable sources [40]. There-

fore, what justifies such low WTW emissions for BEV in circulation in Brazil is the 

mostly renewable national electricity matrix with a reduced carbon footprint.  

WTW emissions from HFCEV can be high depending on how hydrogen is ob-

tained. In a WTW analysis, Yoo et al. [41] reported that, for the South Korean scenar-

io, HFCEV emissions range from 50 to 388 g CO2 eq./km, where hydrogen produc-

tion from landfill gas generated the lowest emissions, while production by electrolysis 

generated the largest emissions due to the high emission factor of the national electric 

matrix. Nevertheless, in a scenario of high demand for hydrogen, the use of HFCEV 

becomes less favorable than the use of BEV, since the energy consumption of BEV in 

its life cycle will be lower, leaving more energy available for stationary uses [42]. 

Solutions such as the SOFCEV, with the insertion of fuel processor or the use of re-

sidual heat for internal reforming, could favor the dissemination of vehicles with fuel 

cell. 
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4 Conclusion and Further Work  

An analysis of the SOFCEV LCC fuelled with Brazilian fuels was presented together 

with the estimate of the vehicle TTW and WTW emissions under national conditions, 

considering the Brazilian sugarcane ethanol pathway. Scenarios B and C, in which 

carbon taxation was applied, showed a small cost difference, but indicate a better 

performance of biofuels compared to fossil fuels, considering the avoided cost due to 

carbon fixation during the cultivation of sugarcane for ethanol production. Regarding 

exhaust emissions, the SOFCEV with Brazilian fuels showed better results than that 

observed for ICEV and HEV. 

 It was possible to state that the SOFCEV fed with sugarcane ethanol reaches neu-

trality in the carbon cycle, since the avoided cost from the fixed CO2 emissions is 3.6 

times greater than the cost of WTW emissions. The same is not true for the SOFCEV 

fuelled with gasoline C, where the emissions cost is 1.4 times higher than the cost 

avoided by carbon fixation by sugarcane plantations. In 2019, the average price of 

ethanol production surpassed that of gasoline C, in a scenario with a tax of 0.12 R$/kg 

CO2 emitted, the high avoided cost in the production of Brazilian ethanol made the 

fuel become more competitive than gasoline C, with a production cost of around 

3,011.79 R$/vehicle. This new cost of ethanol production is 1.7 times lower than that 

observed for gasoline C. 

 Therefore, the study suggests that carbon pricing tends to target consumer demand 

for less carbon-intensive products and services, considering the better economic per-

formance of the SOFCEV supplied with ethanol from the acquisition and sale of car-

bon credits. The application of the carbon taxation mechanism presents the potential 

to favor the use of biofuels. However, under a 10-year amortization period, the sale of 

carbon credits was not able to generate sufficient advantages to make the SOFCEV 

competitive compared to vehicles already established in the market, such as BEV and 

ICEV, given the high cost of powertrain production. 

 For further work, the analysis is indicated considering the other carbon pricing 

mechanisms (e.g., carbon cap and carbon cap-and-trade), since carbon policies are 

still under development on a global scale [9], and, therefore, there is no consolidated 

database. In addition, the energy, economic and environmental analysis of the 

SOFCEV operating with other biofuels is also indicated. 
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Abstract. Industrial buildings account for very few high peak of power demand 

that forces them to contract a high fixed electricity term to cover their demand. 

A more intelligent use of the energy in industrial buildings, together with an im-

proved efficiency of the transmission and distribution of the energy along the 

electric power grid can be achieved by reducing the peak consumption of indus-

trial buildings. Energy storage systems are one of the most promising devices for 

reducing this peak consumption. However, selecting the proper battery requires 

a dimensioning process in terms of energy and power which is not straightfor-

ward. This paper proposes a dimensioning methodology that takes into consider-

ation both technical and economic terms, and applies it to a case example with 

real industrial consumption data, and a commercial battery. Results show that 

introducing batteries for reducing this peak consumption can lead to a cost-ben-

efit improvement. 

Keywords: Battery Energy Storage System, Industrial Consumption, Electricity 

Fixed Term. 

1 Introduction 

Electricity access rates, i.e. the fee that electricity consumers have to pay for the reliable 

and safe energy they use, is divided in two main terms in most European countries: the 

variable and the fixed term of the bill [1]. The variable term corresponds to the energy 

(kWh) consumed by the user, and the fixed term with the contracted power (kW), i.e. 

the maximum power available for consumption so the power-limit switch remains un-

triggered. 

This fixed term is commonly over dimensioned, i.e. the usual consumption of a spe-

cific infrastructure may not be close to that power consumption limit, which is only 

reached at few specific moments along the day. This is specially relevant for industrial 

consumptions, which account for few high peak of power demand that forces them to 

contract a high fixed electricity term [2]. 

In order to enhance an intelligent use of the energy in industrial buildings, improve 

the efficiency of the transmission and distribution of the energy along the electric power 
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grid, and foster the “prosumer” behavior among industrial consumers, this situation 

where an industrial consumer has to pay a high electricity access fee due to a few mo-

ments of high-power demand must change. Different solutions have been proposed in 

the literature for achieving this goal. Introducing photovoltaic panels is presented as a 

promising solution in [3] and [4]. Nevertheless, the vast majority of studies that attempt 

to solve the aforementioned problem, include energy storage devices, as in [5], [6], or 

[7], among other studies. 

Considering the energy storage devices found in a commercial level, battery energy 

storage systems (BESSs) for being connected in buildings and infrastructures, both in-

dustrial and residential, is one of the most prominent and leading uses [8]. Its benefits 

encompass the majority of the electricity value chain, including peak shaving and con-

tinuity of supply for residential and industrial customers, ancillary and power quality 

services for transmission and distribution system operators (TSOs & DSOs), and flex-

ibility and curtailment minimization for renewable generation companies [9]. 

However, choosing a battery for being connected to a industrial consumption for 

diminishing the peak consumption is not a straightforward issue. Battery manufacturers 

offer a wide variety of solutions, and selecting an appropriate battery requires a dimen-

sioning process that takes into account BESS energy, power, and cost. 

In the literature, BESS dimensioning for reducing the electricity access fee in indus-

trial buildings have been studied together with photovoltaic systems by using brute 

force calculations [10]. Moreover, a study considering incentives and selling prices 

conditions is published in [11], concluding that it could be economically viable to install 

BESS in industrial buildings without subsidies. At last, a stochastic model is applied in 

[12] for finding the optimal BESS investment for buildings, concluding that the sto-

chastic model allows for a better decision making. 

This work proposes a battery dimensioning methodology that focuses on reducing 

the fixed term of the electricity access rate in industrial consumptions. Moreover, this 

paper considers both technical and economic aspects for selecting the final solution, by 

means of a cost benefit analysis of the available technical BESS, and a detailed BESS 

ageing estimation. Hence, this approach is relevant for industrial consumers with an 

irregular consumption that includes several peaks of consumption, as well for BESS 

manufacturers aiming for specific developments for industrial consumptions. This 

methodology is applied for a case example for an existing industrial consumption, with 

a commercial battery, considering standard prices for the economic analysis. 

The paper is organized as follows: Section 2 describes the BESS dimensioning meth-

odology, including a description of the steps to be followed. Section 3 details the sim-

ulation models used during the methodology, including a grid model, and industrial 

consumption model, a power converter model, and a battery model. At last, section 4 

includes a case example following the developed methodology, and conclusions are 

given in Section 5. 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 791

ISBN 978-9930-541-79-1



2 BESS dimensioning methodology 

The BESS dimensioning methodology described in this section aims at reducing the 

fixed term of the electricity access rate by introducing a BESS that deals with the peaks 

of the industrial consumption. A few assumptions are taken by the authors for develop-

ing the BESS dimensioning methodology. 

Firstly, both BESS (PBESS) and the electrical grid (PGRID) must cover the customers 

demand (PLOAD) and the losses (PLOSS): 

 𝑃𝐵𝐸𝑆𝑆 + 𝑃𝐺𝑅𝐼𝐷 = 𝑃𝐿𝑂𝐴𝐷 + 𝑃𝐿𝑂𝑆𝑆 (1) 

Moreover, BESS must account for enough energy to cover the energy that is not 

delivered by the grid. Besides, BESS that are not able to fully recharge during low peak 

periods the energy they deliver during high peak periods, are not considered for the 

dimensioning process. 

The methodology comprises a set of steps, as seen in the flow chart of Fig. 1. 

Step 1. Parametrize models. 

The first step consists of parametrizing the simulation models. These models must 

be parametrized based on the particular case under study. Parametrizing the models 

include calculating proper values for a grid, a BESS, and an industrial consumption. 

Step 2.Define test cases. 

The variable that define the test cases is the maximum fixed power that the grid can 

deliver (𝑃𝐿𝐼𝑀𝐼𝑇). Reducing this power limit implies adding a greater contribution from 

the BESS, which yields to the different scenarios, which consequently will result in 

different BESS configurations and different BESS ageing. 

Step 3. Simulate test case, calculate BESS requirements, and BESS configuration. 

Once the scenarios have been defined, a simulation is performed for every value of 

𝑃𝐿𝐼𝑀𝐼𝑇 . Each scenario implies different necessities from the BESS, regarding power and 

energy. This requirements give different BESS configurations, in terms of number of 

cells in series and number of cells in parallel. The charge/discharge profile for the BESS 

is also obtained from the simulation. 

Step 4. Calculate BESS ageing. 

Once the minimum BESS configuration to satisfy the power and energy require-

ments is selected for each scenario, a BESS ageing analysis is performed, based on the 

BESS model, BESS configuration, and on the charge/discharge profile for each specific 

scenario. As a result of this step, the number of days until the BESS loses a 20% of 

capacity retention is obtained. 

Step 5. Cost benefit analysis. 

Prices and fees for both a BESS (as a function of the kW and kWh of the system) 

and the fixed access power are needed for introducing them in a cost function. BESS 

standard prices as well as Spanish fixed access rates are provided in Section 4, with a 
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case example. The cost can be computed yearly. The base scenario, i.e., when there is 

no BESS is then compared to the rest of scenarios in terms of cost, and the final solution 

can be obtained.  

 

Fig. 1. Flow chart of the methodology. 

3 Industrial consumption, BESS, and grid modelling 

The mathematical and simulation models used in section 4 for performing a case ex-

ample of the aforementioned methodology, are described along this section. Three main 

models are considered: an industrial consumption, a BESS, and a power grid. The BESS 

is connected to the same point as the industrial consumption, the point of common cou-

pling (PCC), and both connected to the grid, as it can be seen in the general model 

diagram in Fig. 2. The complete model outputs several electrical variables time-series 

(P, Q, V, and I) for the three main components. Other electrical variables such as fre-

quency or harmonic distortion are evaluated and calculated by the model, but the au-

thors decided not to output them since they are not relevant for the purpose of this paper. 

The models are developed with MATLAB Simulink, within the Simscape Electrical 

environment. When developing simulation models, a higher complexity and complete-

ness usually implies a higher accuracy [13, 14]. However, complex models tend to re-

quire a substantial computational effort to run them, and a huge amount of information 

to parametrize them. Moreover, they are commonly valid for a specific device, making 

them non-generalizable [15, 16]. 

On the other hand, simplified models, usually composed by combination of resistors, 

inductors, and capacitors, are easily parametrized, they require low computational ef-

fort, and are valid for several devices with similar characteristics. Furthermore, even 

though they are not as accurate as complex models, they can mimic the behavior of the 

device with sufficient precision, so general conclusions can be drawn [17-19]. 

Hence, given the objective of this paper, the approach taken by the authors was to 

develop simplified models, that are generalizable and easily parametrized, which is suf-

ficient for obtaining accurate general conclusions when dimensioning BESS. 
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Fig. 2. General model diagram. 

3.1 Industrial consumption model 

The industrial consumption is modelled as a PQ load, i.e. it consumes the desired active 

and reactive power independently of the voltage at the PCC. Hence, it needs to be mod-

elled as a controlled current source, as depicted in Fig. 3. The inputs of the model, 

named as P and Q in Fig. 3, correspond to the 24h active and reactive power profile on 

1 second basis. 

 

 

Fig. 3. Industrial consumption model in MATLAB Simulink. 

3.2 BESS model 

The BESS model includes both a battery model and a power electronic converter model, 

being the latter necessary to manage the battery behavior and to connect the battery to 

the AC grid. 
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Electronic converter model. For the purpose of this work there is no need to model 

the power electronic converter in detail, since neither efficiency nor power converter 

ageing are taken into consideration for the economic evaluation of the methodology. 

Thus, an ideal voltage source converter (VSC) has been selected, with no conduction 

or switching losses, and no power limitations, so the battery can dispatch as much 

power as required. As a result, the VSC is modelled as a controlled three-phase voltage 

source whose reference voltage is given by the converter control, which manages the 

power that flows in and out of the battery. 

The control of a VSC can be modelled as explained in [20], consisting in two levels: 

a high-level control and a low-level control. The high-level control is in charge of se-

lecting, based on a specific strategy, the power dispatched or consumed by the battery. 

Several strategies have been proposed in the literature, from those based on rules [21] 

to more complex strategies [22, 23]. For this paper, a simple strategy based on rules 

have been selected, which sets the reference power for the battery (𝑃𝐵𝐴𝑇𝑇) based on the 

maximum power that the industrial consumption can absorb from the grid (𝑃𝐿𝐼𝑀𝐼𝑇), the 

actual power that the industrial load is demanding (𝑃𝐿𝑂𝐴𝐷), and the battery state of 

charge (𝑆𝑜𝐶𝐵𝐴𝑇𝑇). The flow diagram for the high-level control is shown in Fig. 4. 

 

 

Fig. 4. Flow diagram for the VSC high-level control 

BESS recharge profile has been defined as the minimum current that allows the 

BESS to recharge the same amount of energy as it has provided to the load along the 

day. Moreover, reactive power reference for the battery has been set to zero, so no 

contribution is expected from it. 

On the other hand, the low-level control is in charge of setting the voltage at the VSC 

terminals so the power management commanded by the high-level control can be per-

formed. The low-level control is a dq axis control, shown in Fig. 5, which has been 

developed based on [24]. The control is duplicated for P and Q, with minor variations. 

Each branch accounts for an outer PI loop control, which sets the battery power equal 

to the reference power coming from the high-level control, outputting a reference cur-

rent. Then, there is an inner PI loop control that adjusts the current flowing through the 

VSC with the reference current, so a reference voltage is outputted. This voltage is 

finally regulated so it corresponds to the VSC voltage at its terminals. In order to 

properly control the VSC, the inner control must be considerably faster than the outer 

control. Detailed explanation about the implemented dq axis control for a VSC can be 

found in [20] and [24]. 
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Fig. 5. VSC low-level control model in MATLAB Simulink. 

Battery model. The battery model controlled by the VSC is represented as an equiva-

lent circuit model which, as aforementioned, sacrifices accuracy in favor of generality. 

Nevertheless, equivalent circuit models account for errors lower than 5% [25], suffi-

cient for obtaining general conclusions. The battery equivalent circuit is depicted in 

Fig. 6, where 𝑢 is the instantaneous voltage of the battery [V], 𝑖 is the battery current 

[A] (𝑖 > 0 discharging; 𝑖 < 0 charging), 𝐼𝑆𝐸𝐿𝐹  is the self-discharge current, 𝑅𝑂𝐻𝑀 is the 

ohmic internal resistance [Ω], 𝑅𝑃𝑂𝐿  is the polarization internal resistance [Ω], and 𝐶𝑃𝑂𝐿 

is the polarization capacitor [F]. 

 

 

Fig. 6. Battery equivalent circuit model [R]. 

The selected battery model has been developed and validated by the authors in [14] 

and [26]. The model comprises three parts: a voltage/runtime model, a thermal model, 

and an ageing model. 

Voltage/runtime and thermal model. The lithium-ion battery model used in this paper 

is a modification of the MATLAB Simulink model [27]. The battery equivalent circuit 

is based on the Shepherd equation [28], which was experimentally validated later in 

[29]. The Shepherd model keeps the error between 1% and 5% and it can be 
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parametrizable without testing the battery in laboratory; it suffices with the manufac-

turer datasheet information. The voltage/runtime equations that govern the model, con-

sidering thermal dependencies, can be written as follows: 

𝐸(𝑆𝑜𝐶, 𝑇) = 𝐸0(𝑇) − 𝐾(𝑇) ∙ 𝑄𝑀𝐴𝑋(𝑇) ∙ (
100

𝑆𝑜𝐶
− 1) + 𝐴 ∙ 𝑒−𝐵∙𝑄𝑀𝐴𝑋(𝑇)∙(1−

𝑆𝑜𝐶

100
)
 (2) 

𝑅𝑃𝑂𝐿−𝐷𝐼𝑆𝐶𝐻𝐴𝑅𝐺𝐸(𝑆𝑜𝐶, 𝑇) = 𝐾(𝑇) ∙
100

𝑆𝑜𝐶
  (3) 

𝑅𝑃𝑂𝐿−𝐶𝐻𝐴𝑅𝐺𝐸(𝑆𝑜𝐶, 𝑇) = 𝐾(𝑇) ∙
1

1.1−
𝑆𝑜𝐶

100

  (4) 

𝐸0(𝑇) = 𝐸0(𝑇0) +
𝑑𝐸

𝑑𝑇
∙ (𝑇 − 𝑇0)  (5) 

𝑄𝑀𝐴𝑋(𝑇) = 𝑄𝑀𝐴𝑋(𝑇0) +
𝑑𝑄

𝑑𝑇
∙ (𝑇 − 𝑇0)  (6) 

𝐾(𝑇) = 𝐾(𝑇0) ∙ 𝑒
𝛼(

1

𝑇
−

1

𝑇0
)
  (7) 

𝑅𝑂𝐻𝑀(𝑇) = 𝑅𝑂𝐻𝑀(𝑇0) ∙ 𝑒
𝛽(

1

𝑇
−

1

𝑇0
)
  (8) 

where 𝐸 is the open-circuit nonlinear voltage [V], 𝐸0 is the open-circuit constant 

voltage [V], 𝐾 is the polarization parameter [Ah-1], 𝑄𝑀𝐴𝑋 is the maximum capacity 

[Ah], 𝐴 is the exponential voltage constant [V], B is the exponential capacity constant 

[Ah-1], 𝑇 is the temperature [K], 𝑇0 is the parameters reference temperature [K], and 

𝑆𝑜𝐶 is the state of charge [%]. 

The thermal model comprises two different parts: a heat generation model, and a 

heat evacuation model. The heat generation model can be expressed as follows [30]: 

𝐻 = (𝐸0 − 𝐸) ∙ 𝑖 + 𝑇 ∙
𝑑𝐸

𝑑𝑇
∙ 𝑖 + (𝑅𝑂𝐻𝑀 + 𝑅𝑃𝑂𝐿) ∙ 𝑖

2 (9) 

 where 𝐻 is the generated heat [W], and 
𝑑𝐸

𝑑𝑇
 the change of the equilibrium potential 

with temperature [V∙K-1]. 

The heat evacuation model occurs due to convection and radiation mechanisms, be-

ing the latter negligible [31]. Assuming that the temperature is uniform in the battery 

(reasonable approximation according to [35]), the following expression is obtained 

[31]: 

𝐻 ≈ 𝑚 ∙ 𝑐𝑝 ∙
𝑑𝑇

𝑑𝑡
+

1

𝑅𝑂𝑈𝑇
∙ (𝑇 − 𝑇0) → 𝑅𝑂𝑈𝑇 =

1

ℎ∙𝐴𝑟
 (10) 

 where 𝑚 is the mass of the battery [kg], 𝑐𝑝 is the specific heat capacity [J∙kg-1∙K-1], 

ℎ is the convective heat transfer coefficient [W∙m-2∙K-1], 𝐴𝑟 is the external surface area 

[m2], and 𝑅𝑂𝑈𝑇  is the equivalent thermal resistance with the ambient [K∙W-1]. 

Hence, the temperature variation can be calculated as: 

𝑇(𝑠) =
𝐻∙𝑅𝑂𝑈𝑇+𝑇0

1+𝑚∙𝑐𝑝∙𝑅𝑂𝑈𝑇∙𝑠
=

𝐻∙𝑅𝑂𝑈𝑇+𝑇0

1+𝑡𝑡ℎ∙𝑠
  (11) 
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where 𝑡𝑡ℎ is the thermal time constant [s], and 𝑠 is the Laplace complex frequency 

parameter. 

Ageing model. The ageing estimator implemented in the battery model comprises two 

parts: a cycling ageing model, and a calendar ageing model. Cycling ageing is related 

to the capacity fade when the battery is subjected to charging and discharging cycles, 

i.e. when the current is flowing through the battery. It depends on several factors, 

among which Crate, temperature, and DoD are the most relevant [32]. The cycling age-

ing model published in [33] for lithium-ion batteries has been implemented: 

𝑄𝑙𝑜𝑠𝑠 = (𝑎 ∙ 𝑇2 + 𝑏 ∙ 𝑇 + 𝑐) ∙ exp((𝑑 ∙ 𝑇 + 𝑒) ∙ 𝐶𝑟𝑎𝑡𝑒) ∙ 𝐴ℎ (12) 

where 𝑄𝑙𝑜𝑠𝑠 is the cycling loss capacity [Ah], 𝐴ℎ the Ah that have flown through the 

battery (in or out), and 𝑎, 𝑏, 𝑐, 𝑑, and 𝑒 are constants depending on the battery chemis-

try. 

On the other hand, calendar ageing is related to the capacity fade in the battery be-

cause of the time passed from the moment it was manufactured. It is dependent on the 

𝑆𝑜𝐶 of the battery, the temperature, and the time [32]. The calendar ageing model pub-

lished in [34] has been implemented: 

𝑄𝑙𝑜𝑠𝑠 = 𝑎 ∙ exp(𝑏 ∙ 𝑆𝑜𝐶) ∙ exp(𝑐/𝑇) ∙ 𝑡𝑧 (13) 

where 𝑎, 𝑏, and c are constant that depend on the battery chemistry, and 𝑧 can take 

values between 0.5 and 1 and depend on the chemistry as well.  

3.3 Grid model 

The grid is modelled as an infinite power grid, so both the frequency and voltage are 

kept constant at the PCC. A Three-Phase Source model has been selected for this pur-

pose, with a swing generator type, high short-circuit power, and low X/R ratio. 

4 Case example 

In order to illustrate how the described methodology could be implemented, a case ex-

ample is provided. The models developed in Section 3 are used for performing the sim-

ulations. The same structure of steps defined in Section 2 is applied:  

Step 1. Parametrize models. 

At first, the simulations models need to be parametrized. For the grid model, the 

following parameters have been selected, so an almost infinite power grid can be im-

plemented (Table 1). 

The battery model can be parametrized following the methodology defined in [26] 

and [29]. A commercial lithium polymer battery cell from Kokam, model 

SLPB100255255HR2, has been selected for this case study, which is a standard lithium 

pouch cell [36]. The selected battery cell main parameters are listed in Table 2. 
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Table 1. Grid model parameters. 

Parameter Value 

Reference voltage 400 V 

Short-circuit ratio 25 

X/R ratio 20 

 

Table 2. Battery model parameters [36]. 

Parameter Value Remarks 

Reference capacity 55 Ah @0.2C, 23±3 ºC 

Energy density 140 Wh/kg  

Impedance Max. 0.60 mΩ AC @1kHz 

Weight Max. 1450 g  

Average voltage 3.7 V  

Lower limited voltage 2.7 V  

Upper limited voltage 4.2 V  

Max. current charge 165 A (3C) @23±3 ºC 

Max. current discharge 660 A (12C) @23±3 ºC 

Charging temperature 5 – 45 ºC  

Discharging temperature -20 – 55 ºC  

 

 

Fig. 7. Industrial consumption profile. 

The load needs a power consumption profile as input. For this case example, a 24-

hour profile on 1 second basis has been selected, corresponding to a typical day in an 

industrial building. The selected building is the CEDEX facility in Madrid, located at 

C/Julián Camarillo 30, 28037. For the analysis performed in this paper, the load 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 799

ISBN 978-9930-541-79-1



corresponds with a three-phase load with no unbalance between phases, whose active 

and reactive power profiles are shown in Fig. 7. The accumulative energy consumed by 

the load is shown in Fig. 8. 

 

Fig. 8. Accumulative energy consumed by the load. 

Step 2. Define test cases. 

Test cases are defined by the BESS control parameter, which is the power limit that 

the load is allowed to consume from the grid (𝑃𝐿𝐼𝑀𝑇). Hence, as 𝑃𝐿𝐼𝑀𝐼𝑇  decreases, the 

battery will increase its contribution. SB corresponds to the base case scenario, which 

is the actual scenario, with a contracted power of 80 kW. Steps of 10 kW have been 

selected, so the following scenarios are defined: 

Table 3. Scenarios defined for the case example. 

Scenario 𝑃𝐿𝐼𝑀𝐼𝑇 

SB 80 kW 

S6 60 kW 

… … 

S2 20 kW 

S1 10 kW 

Step 3. Simulate scenarios and obtain BESS requirements and configuration. 

As aforementioned in Section 2 and Section 3, BESSs that are not able to recharge 

as much energy as they have delivered along the day, are considered as not valid. Once 

the simulations are performed, BESS power profiles for the valid configurations are 

obtained. For the case example presented in this paper, valid BESS power profiles are 

shown in Fig. 9. 
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Fig. 9. BESS power profile for different values of 𝑃𝐿𝐼𝑀𝐼𝑇. 

As expected, the lower the 𝑃𝐿𝐼𝑀𝐼𝑇  the higher the contribution from the BESS. Since 

BESS deals with high demand peaks, it follows a similar distribution as the top part of 

the industrial load profile (Fig. 7). Scenario SN, i.e. when the grid delivers as much 

power as demanded by the load, implies no contribution from the BESS. 

For 𝑃𝐿𝐼𝑀𝐼𝑇  values below 30 kW, BESSs are not able to recharge the same amount of 

energy delivered during the high demand period. It must be noticed that 𝑃𝐿𝐼𝑀𝐼𝑇  also 

affects the maximum power available for recharging, i.e. for a 𝑃𝐿𝐼𝑀𝐼𝑇  value of 20 kW, 

the maximum power available for recharging is 20 kW since that recharging power is 

coming from the grid, which is not sufficient for the case example presented here. 

Based on the BESS power profiles, the power and energy requirements (𝑃𝐵𝐸𝑆𝑆−𝑟𝑒𝑞 

and 𝐸𝐵𝐸𝑆𝑆−𝑟𝑒𝑞) for the valid scenarios are shown in Table 4. 

Once the requirements are calculated, the most suitable BESS configuration must be 

selected for each scenario (number of cells connected in series and in parallel). Com-

mercial three-phase inverters for 400 V grids demand 48 V in the DC side. Hence, based 

on the standard cell parameters (Table 2), the number of cells in series so the DC side 

voltage reaches 48 V equals: 

48𝑉(𝐷𝐶𝑠𝑖𝑑𝑒𝑣𝑜𝑙𝑡𝑎𝑔𝑒)

3.7𝑉(𝑁𝑜𝑚𝑖𝑛𝑎𝑙𝑐𝑒𝑙𝑙𝑣𝑜𝑙𝑡𝑎𝑔𝑒)
≈ 13𝑐𝑒𝑙𝑙𝑠𝑖𝑛𝑠𝑒𝑟𝑖𝑒𝑠 (14) 

 The number of cells in parallel depends on the BESS energy requirements. Given 

that one branch of 13 cells accounts for: 

13𝑐𝑒𝑙𝑙𝑠 ∙ 3.7𝑉 ∙ 55𝐴ℎ = 2.64𝑘𝑊ℎ  (15) 

 the following table can be filled: 
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Table 4. BESS requirements for the different scenarios. 

Scenario 𝑃𝐿𝐼𝑀𝐼𝑇 𝑃𝐵𝐸𝑆𝑆−𝑟𝑒𝑞 𝐸𝐵𝐸𝑆𝑆−𝑟𝑒𝑞 Min. BESS config. 

SN 80 kW - - - 

S6 60 kW 11.9 kW 0.08 kWh 13s1p 

S5 50 kW 21.9 kW 0.31 kWh 13s1p 

S4 40 kW 31.9 kW 10.41 kWh 13s4p 

S3 30 kW 41.9 kW 74.51 kWh 13s29p 

 

Scenarios S6 and S5 can satisfy their energy requirements with just one BESS branch 

in parallel. It must be noticed that, given the BESS configuration and the power demand 

shown in Table 4, the BESS in scenario S5 will be more demanded than in scenario 

S6, i.e. it will work with higher C rates. 

Step 4. Calculate BESS ageing. 

BESS ageing is closely related to its C rate and temperature (among other factors), 

as previously explained in Section 3. The higher the C rate, the higher the temperature 

augmentation in the battery. Hence, the BESS configuration has a huge influence in the 

BESS ageing, since batteries with a higher number of cells in parallel work with lower 

C rates, i.e. with less stress. This implies that “bigger” BESSs may last longer than 

“smaller” BESSs, which may be beneficial from a cost-benefit point of view. 

Four configurations have been tested for each battery: the minimum number of cells 

so the energy requirements are satisfied, and three more configurations increasing one 

extra branch each time, so the C rate is decreased. 

Commonly, a BESS is considered aged when it loses a 20% of capacity retention. 

 

 

Fig. 10. Days until ∇𝑄 = 20% as a function of the BESS configuration. 

Scenario S5 (50 kW) presents a very different behavior from the minimum configu-

ration to the minimum plus one. This happens because the C rate is diminished to a half 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 802

ISBN 978-9930-541-79-1



when the branches in parallel are increased by one (from 1 to 2), which is a big differ-

ence according to the ageing model. A higher number of branches in parallel do not 

improve that much the behavior. 

Scenarios S4 (40 kW) and S3 (30 kW) present the highest ageing, since they are 

working with a less intermittent profile (Fig. 9). This implies that temperature is higher 

during a cycle, and also the charging C rate is higher than the previous scenarios. 

As it can be seen in Fig. 10, the number of days until the BESS losses a 20% of 

capacity retention increases for each battery as the number of cells in parallel increases 

from the minimum to the minimum plus three. Scenario S6 (60 kW) has a slight slope, 

and it lasts the longest even for the minimum configuration. This happens due to the C 

rate that the BESS is working with is low, and it works for very few periods of time 

(Fig. 9). 

Step 5. Cost-benefit analysis. 

Once the BESS ageing for different configurations has been calculated, a cost-ben-

efit analysis must be performed, considering both BESS cost and fixed term energy 

cost. Among the different reports found in the literature that analyze energy storage 

costs, the one published in [37] has been selected as the most reliable study. 

Moreover, electricity access fees for industrial consumptions for the regulated mar-

ket in Spain can be found at [38]. Costs are summarized in Table 5. 

The fixed term of the access fee considers three time periods of time-discrimination 

(P1, P2, and P3). For further information about the Spanish regulated market, and time 

discrimination periods, the authors recommend the work published in [24]. 

The variable term of energy is kept constant for every scenario, i.e. the BESS is 

recharged from the grid, and the BESS energy recharged form the grid plus the indus-

trial load demand matches the total energy consumed by the industrial load in scenario 

SN, so the overall energy consumption remains constant. Hence, it is not included in 

the cost table. 

Table 5. Summarized costs table. 

Item Cost 

BESS cost (€/kW) 1876 €/kW 

BESS cost (€/kWh) 469 €/kWh 

P1 59.1734 €/kW and year 

P2 39.4906 €/kW and year 

P3 8.3677 €/kW and year 

Considering this, the cost equation that needs to be optimized can be written as: 

𝐶𝑜𝑠𝑡 (
€

𝑦𝑒𝑎𝑟
) = (𝑃1 + 𝑃2 + 𝑃3) ∙ 𝑃𝐿𝐼𝑀𝐼𝑇 + 𝐵𝐸𝑆𝑆𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑐𝑜𝑠𝑡 (16) 

The contracted power (𝑃𝐿𝐼𝑀𝐼𝑇) is considered constant for the three time-discrimina-

tion periods (as usually happen for industrial consumptions). The yearly BESS project 

cost can be calculated as follows: 
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𝐵𝐸𝑆𝑆𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑐𝑜𝑠𝑡 (
€

𝑦𝑒𝑎𝑟
) = (1876 ∙ 𝑃𝐵𝐸𝑆𝑆 + 469 ∙ 𝐸𝐵𝐸𝑆𝑆) ∙

365

𝐷𝑎𝑦𝑠
 (17) 

where 𝑃𝐵𝐸𝑆𝑆 is the maximum power to be delivered by the BESS for each scenario, 

𝐸𝐵𝐸𝑆𝑆 is the BESS energy for each case, calculated as 𝐸𝐵𝐸𝑆𝑆 = 𝑁𝑆 ∙ 𝑁𝑃 ∙ 3,7𝑉 ∙ 55𝐴ℎ 

(𝑁𝑆 and 𝑁𝑃 are the series and parallel cells of the BESS), and 𝐷𝑎𝑦𝑠 corresponds to the 

number of days that the BESS lasts until it loses a 20% of capacity retention (Fig. 10). 

Hence, cost table in Table 6 can be calculated. 

Table 6. Cost table for the different scenarios. 

Scenario 𝑃𝐿𝐼𝑀𝐼𝑇 BESS config. 𝑃𝐵𝐸𝑆𝑆 𝐸𝐵𝐸𝑆𝑆 Fixed access fee BESS project Total 

SN 80 kW - - - 8562.53 € - 8562.53 € 

S6 60 kW 13s1p 11.9 kW 2.64 kWh 6421.91 € 1826.36 € 8248,27 € 

  13s2p  5.29 kWh  1880.75 € 8302,66 € 

  13s3p  7.93 kWh  1958.76 € 8380,67 € 

  13s4p  10.58 kWh  2044.66 € 8466,57 € 

S5 50 kW 13s1p 21.9 kW 2.64 kWh 5351.58 € 4128.20 € 9479,78 € 

  13s2p  5.29 kWh  3481.79 € 8833,37 € 

  13s3p  7.93 kWh  3474.99 € 8826,57 € 

  13s4p  10.58 kWh  3532.35 € 8883,93 € 

S4 40 kW 13s4p 31.9 kW 10.58 kWh 4281.26 € 7443,15 € 11724,41 € 

  13s5p  13.22 kWh  7030,11 € 11311,37 € 

  13s6p  15.87 kWh  6803,29 € 11084,55 € 

  13s7p  18.51 kWh  6666,26 € 10947,52 € 

S3 30 kW 13s29p 41.9 kW 76.71 kWh 3210.95 € 12646,57 € 15857,52 € 

  13s30p  79.36 kWh  12649,86 € 15860,81 € 

  13s31p  82.01 kWh  12656,83 € 15867,78 € 

  13s32p  84.65 kWh  12670,61 € 15881,55 € 

 

As it can be seen in Table 6, results indicate that introducing a BESS together with 

an industrial consumption for diminishing the fixed term of the electricity fee, can re-

duce the overall yearly cost. Moreover, this reduction can help to an intelligent use of 

the energy in industrial buildings, as well as improve the efficiency of the transmission 

and distribution of the energy along the electric power grid, since the consumption 

peaks are eliminated. 

Table 6 shows that the minimum reduction in the fixed power limit is the best solu-

tion for this particular case example, from the point of view of the industrial consumer. 

Every configuration in scenario S6 reduces the yearly price of having a higher con-

tracted power. The rest of the scenarios do not improve the price for this case example, 

although some interesting results are presented. 

Scenario S5 shows that the minimum configuration might not be the optimal solu-

tion, since the configuration 13s3p provides a higher cost reduction that the minimum 
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configuration. This effect can be clearly seen in scenario S4, where a higher number of 

branches in parallel allow for a longer BESS life without increasing the cost severely, 

and even a higher number of branches in parallel would arise a greater cost reduction. 

Scenarios S4 and S3 do not reduce the cost, since the BESS are dedicated not only 

to reduce the peak consumption, but to deal with an important part of the total demand. 

This causes the BESS to age faster than in previous scenarios, and indicates that a BESS 

may not be the best option for feeding an industrial infrastructure by itself since, even 

though is technically viable, it is costly. 

5 Conclusions 

This paper presents a BESS dimensioning methodology for reducing the fixed term of 

the electricity access fee for industrial consumptions, considering battery ageing and 

cost of the BESS and electricity access fees. By connecting a BESS together with a 

consumption, the power demand peaks can be reduced, so there is no need for contract-

ing a high fixed term power to cover the high demand peaks. 

The proposed methodology has potential interest for industrial consumers, since the 

cost-benefit analysis may reduce the yearly cost of their infrastructure, and also for 

TSOs and DSOs, since the peak reduction improves the efficiency of the transmission 

and distribution of the energy along the electric power grid. Moreover, BESS manufac-

turers could also find benefits in this methodology for the development of specific prod-

ucts related with this industrial demand peak and fixed term fee reduction. 

Simulation models for grid, BESS, and industrial consumption are developed, de-

scribed, and implemented. 

A methodology of five steps to dimension a BESS is described, finishing with a cost-

benefit analysis to make the final decision. The parameter that defines the different 

scenarios of the methodology is the power consumption limit from the grid. 

A case example is performed, using the described methodology and the developed 

simulation methods. The case example considers a real industrial building consump-

tion, as well as a commercial battery, and standard prices for both fixed term of elec-

tricity, battery, and power conversion system. 

Results show that implementing a battery to limit the consumption peaks can lead to 

a cost reduction for the industrial consumer. This result include a battery ageing study, 

which indicates that over dimensioned batteries may have a higher reduction in the cost, 

since they work with lower C rates and lower temperatures, which make them last 

longer so the need for replacement is delayed, reducing the yearly cost of the project. 

Future works include parametrizing the grid with frequency and voltage variations, 

so a further analysis considering BESS contributions to the grid in terms of frequency 

and voltage regulation can be performed. Moreover, a time discrimination pricing can 

be added to electricity energy prices, so the BESS can recharge during low price peri-

ods, providing an even higher reduction than the one shown in this work. 
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Abstract. This article presents a strategy for the optimal sizing of microgrids 

based on wind turbines, photovoltaic systems, diesel generation, and batteries. 

As optimization criteria, the reduction of life cycle emissions (LCE) and the net 

present cost (NPC) of the system were chosen, and a penalty-based combined 

economic-emissions dispatch (CEED) was implemented inside the energy man-

agement strategy (EMS). This strategy is compared to a diesel generation-based 

sizing and another based exclusively on the NPC. The results show that the sys-

tem’s hybridization allows reducing both costs (up to 29%) and LCEs (between 

70 and -90%). 

Keywords: Emissions, Life Cycle Assessment, Microgrid, Optimal sizing. 

1 Introduction 

Microgrid (MG) is an alternative concept to the traditional idea of power system, de-

rived from hybrid energy systems. In general, an MG is an electrical energy distribution 

network containing distributed energy resources (DERs) capable of supplying local de-

mand without using transmission networks. Likewise, they can include energy storage 

systems, hierarchical autonomous control systems, communications, and disconnection 

equipment capable of connecting or disconnecting it from other power networks [1]. 

Due to their renewable energies penetration capacity and management of renewable 

energies, MGs are considered a greener alternative to traditional systems [2]. However, 

MGs have some disadvantages compared to conventional distribution networks, such 

as high capital costs, complexity in operation, the need for robust control systems, com-

munication equipment, and power quality issues, among others [3]. One of the main 

disadvantages is related to the high costs of initial investment and operation [4], which 

are the focus of the MGs sizing and planning problem. 

1.1 Planning of MGs 

Planning and sizing are tasks closely related and can become a challenge since the in-

tegration of DERs depends on several factors such as climatic conditions and load var-

iability, making the nature of the problem non-deterministic [5]. Without the suitable 

techniques, MGs tend to be undersized or with high amounts of wasted energy. An 

optimal sizing approach is considered to overcome this and other challenges. 
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The optimal sizing consists of determining the optimal capacity of the MG’s DERs, 

according to single or multiple optimization criteria [6]. This problem usually includes 

objectives, dispatch rules, or restrictions related to the system’s future operation and 

planning. The goals of optimizing the MG design can be financial, technical, social, 

environmental, or a combination of them [6]. This problem is formulated and solved 

using optimization software such as GAMS, AMPL, and Matlab. Likewise, simulation 

software specialized in MGs allows us to carry out this task, such as HOMER Pro, 

HOMER Grid, HYBRID2, and IHOGA. 

In the literature, there is abundant material on optimal sizing [4, 6, 7]. Authors have 

focused on the algorithms used to improve the runtime and accuracy of the solution [8]; 

or have studied the impact of considering the stochastic behavior of the load and the 

generation [9], as well as the inclusion of complex load prediction models [10] or de-

mographic factors [11]. Some environmental impact analyzes have also been carried 

out, as will be discussed in the next section. 

1.2 Environmental impacts of MGs implementation and operation 

The integration of high amounts of DERs does not necessarily imply a reduction in 

environmental impact. Although wind and photovoltaic generation or batteries do not 

emit GHG in their operation, these systems’ life cycle has an ecological cost that must 

be taken into account when quantifying these technologies’ environmental impacts [12–

14]. 

Although several studies have been carried out to consider the environmental com-

ponent on the MGs sizing [16]–[20], it was identified that most of these address the 

problem of quantifying emissions only in the operation of the system [15–17]. Some 

works go beyond the operation and evaluate MG’s performance using LCA methodol-

ogies, but this analysis is after implementing the MG [18]. Thus, no studies related to 

the formulation of the optimal sizing of the MG considering LCE were identified [7], 

except the work of Shi et al. [19]; however, its proposal is reduced to assume a typical 

day extended during the evaluation period without considering emissions due the power 

dispatch, and the purpose of including LCA in the formulation of the problem is just 

focused on reducing emissions due to the inclusion of a diesel generator in a PV/wind 

system while taking advantage of reliability provided by the diesel generator. 

The absence of studies that analyze the MG’s sizing considering life cycle emissions 

in the objective function and the dispatch strategy was identified. Therefore, this work’s 

contribution focuses on filling this gap with the approach of a bi-objective optimal siz-

ing strategy that considers economic and environmental factors, both in the objective 

function and energy management, and the analysis of their results through a case study. 

The next section presents the purpose of the contribution. 

1.3 Objectives of the study 

From the issues highlighted in the previous subsection, the problem that is the object of 

this paper is established from the following motivations: 

• MGs are systems with great potential to positively impact the environment and 

reduce the electric power industry’s GHG emissions. 
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• The optimal sizing of MGs is a current and relevant field of study to make these 

alternative systems viable and competitive. 

• The literature does not show active efforts to plan hybrid energy systems that con-

sider environmental impacts in the formulation of the sizing and energy management. 

• LCA is a critical methodology for analyzing and evaluating the environmental im-

pact of products and systems. 

Therefore, this paper addresses the problem of the technical-economic-environmen-

tal design of MGs. An optimal sizing strategy for an MG is proposed by integrating 

financial, technical, and environmental components based on an LCA and optimization 

methodology. In particular, the inclusion of a multi-objective function is proposed to 

quantify the GHG emissions in the life cycle and the net present value of an MG, con-

sidering a proposed economic-environmental dispatch. The MG is composed of Photo-

voltaic systems (PV), Wind Turbines (WT), Diesel Generators (DG), and Battery En-

ergy Storage Systems (BESS). This proposal is compared against two reference cases: 

the exclusively economic optimal sizing and a system powered only by diesel genera-

tors. This study aims to analyze the economic and environmental effects of considering 

LCA in planning hybrid energy systems. 

This paper’s content is organized as follows: Section 2 presents data, models, and 

mathematical considerations about the sizing problem. Section 3 presents results and 

discussion. Finally, section 4 contains the conclusion of the study. 

2 Modeling of the problem 

The sizing problem can be formulated in multiple ways according to the dispatch ap-

proach, the objective function, constraints, and the solution method, among others. This 

section presents the considerations, mathematical models, and observations for the 

problem formulation and solution. 

The dimensioned system corresponds to a configuration composed of 

PV/WT/DG/BESS due to its good relationship between reliability and economy [6] (see 

Fig. 1). The objectives are the net present cost (NPC) of the MG and the life cycle 

emissions (LCE) during the lifetime of the DERs. A rule-based energy management 

strategy (EMS) was chosen, including a stage of optimal combined economic-environ-

mental dispatch (CEED) of the DG and the BESS in a five-year horizon. 

 
Fig. 1. Configuration of the microgrid for the study case. 
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2.1 Economic objective function 

The economic indicator chosen as the objective was the NPC since it allows us to trans-

form money flows from future years to their equivalent value in current currency. The 

system NPC is: 

 𝑁𝑃𝐶 =  𝐶𝐼𝐶  +  𝐶𝑂𝑀  +  𝐶𝐹𝐶  +  𝐶𝑅𝐸  +  𝐶𝑆𝐴 + 𝐶𝑃𝐸 (1) 

where 𝐶𝐼𝐶 is the initial capital, 𝐶𝑂𝑀 is the operation and maintenance costs, 𝐶𝐹𝐶  is the 

fuel consumption costs, 𝐶𝑅𝐸 is the replacement costs, 𝐶𝑆𝐴 is the salvage of the equip-

ment at the end of the lifetime, and 𝐶𝑃𝐸  is the cost of GHG emissions penalties, all of 

them in USD. The annual costs were calculated as follows: 

 𝐶𝐼𝐶𝑦 =∑𝑁𝐺𝑃𝑅𝐺
𝐺

 (2) 

 𝐶𝑂𝑀𝑦 = ∑ (𝑁𝐺𝑂𝑀𝐺)

𝐺≠𝐷𝐺

+ 𝑁𝐷𝐺𝑂𝑀𝐷𝐺𝑂𝐻𝐷𝐺  (3) 

 𝐶𝐹𝐶𝑦 = 𝑃𝑅𝑑𝐹𝐶𝐷𝐺 (4) 

 𝐶𝑅𝐸𝑦 =∑0.8𝑁𝐺𝑃𝑅𝐺
𝐺

 (5) 

 𝐶𝑆𝐴𝑦 = −∑0.8(1 − 𝐷𝐸𝐺)𝑁𝐺𝑃𝑅𝐺
𝐺

 (6) 

 
𝐶𝑃𝐸𝑦 =∑𝑃𝐸𝐷𝐺̅̅ ̅̅ ̅̅ ̅𝑃𝐷𝐺t

𝑡

 
(7) 

where G is the set of the four DERs, 𝑁𝐺 is the quantity of each component of 𝐺, and 

𝑃𝑅𝐺 is the capital price of DERs in USD/unit. 𝑂𝑀𝐺  and 𝑂𝑀𝐷𝐺 are the cost of operation 

and maintenance of G in USD/unit and of DG in USD/h, and 𝑂𝐻𝐷𝐺  is the time of op-

eration of the DG in hours. 𝑃𝑅𝑑 is the price of diesel in USD/L, and 𝐷𝐸𝐺  is the percent 

of linear degradation of element G. 𝐹𝐶𝐷𝐺 is the DG’s fuel consumption in L, 𝑃𝐸𝐷𝐺̅̅ ̅̅ ̅̅ ̅ is 

the average emission penalty factor [20] in USD/kWh, and 𝑃𝐷𝐺𝑡 the power generated 

by the DG in kWh. 

Note that the costs represented by equations (2) to (7) are calculated annually, hence 

the subscript 𝑦. The following expression is used to convert the annual values to present 

value: 

 𝑁𝑃𝑉 = ∑
𝐹𝑦

(1 + 𝑖𝑓)
𝑦 

5

𝑦=1

 (8) 

where NPV is the present value of a cash flow 𝐹𝑦 in the year 𝑦 at a real discount rate 

𝑖𝑓. Note that 𝐹𝑦 represents the sum of costs of equations (2) to (7) in the year 𝑦, and the 

replacement costs only exist when equipment reaches the end of its useful life and sal-

vage only occurs at year 5. Replacement and salvage costs are multiplied by 0.8 to 

consider that not all initial investment must be replaced or resold. 
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2.1 Environmental objective function 

The environmental objective is to reduce GHG emissions during the system’s life cycle, 

quantified using CO2eq emissions. Regarding WT, PV, and BESS, emissions are con-

centrated in the pre-operational stage due to the extraction of raw material, manufac-

turing, transport, and installation [21–23]. In contrast, 95% of DG emissions are con-

centrated in diesel combustion [24]. CO2eq emissions during the life cycle or LCEs of 

the MG are calculated as follows: 

 𝐿𝐶𝐸 =∑𝐺𝐻𝐸𝐺𝐸𝐺
𝐺

 (9) 

where 𝐺𝐻𝐸𝐺 is the emissions of each element of G in kgCO2eq/kWh and 𝐸𝐺  is the en-

ergy generated by each generation source, or the total energy exchanged in BESS. This 

approach is appropriate because it allows associating the amount of emissions from 

renewable generators with the amount of use, since, in this study, an analysis horizon 

(5 years) was considered lower than the full useful life of the WT (10-20 years) and PV 

(20-30 years). 

2.2 Constraints 

The design variables are subject to technical restrictions associated with the generators’ 

power limits, the maximum and minimum state of charge (SOC) of the BESS, and re-

liability. In this study was not considered the distribution system for simplicity. The 

capacity restrictions implemented were as follows: 
 

𝑁𝐺 > 0 (10) 

 0 ≤ 𝑃𝐷𝐺(𝑡) ≤ 1.1𝑁𝐷𝐺𝑁𝐶𝐷𝐺 (11) 

 𝑃𝐵𝐸𝑆𝑆−𝑚𝑖𝑛 ≤ 𝑃𝐵𝐸𝑆𝑆(𝑡) ≤ 𝑃𝐵𝐸𝑆𝑆−𝑚𝑎𝑥 (12) 

 𝑆𝑂𝐶𝑚𝑖𝑛 ≤ 𝑆𝑂𝐶(𝑡) ≤ 𝑆𝑂𝐶𝑚𝑎𝑥 (13) 

where 𝑃𝐷𝐺(t) is the power delivered by the diesel at time 𝑡 in kW, and 𝑁𝐶𝐷𝐺  is the 

rated power of the DG in kW. 𝑃𝐵𝐸𝑆𝑆−𝑚𝑖𝑛 and 𝑃𝐵𝐸𝑆𝑆−𝑚𝑎𝑥   are the maximum power de-

livered (or absorbed) by the BESS in kW. Finally, the state of charge 𝑆𝑂𝐶(𝑡) will be 

limited by a minimum value (𝑆𝑂𝐶𝑚𝑖𝑛) and a maximum value (𝑆𝑂𝐶𝑚𝑎𝑥), and it is ex-

pressed as a percentage. 

The power balance of the MG must always be guaranteed, for which the following 

restriction is formulated: 

 𝑃𝑊𝑇(𝑡) + 𝑃𝑃𝑉(𝑡) + 𝑃𝐵𝐸𝑆𝑆(𝑡) + 𝑃𝐷(𝑡) = 𝑃𝐿(𝑡)  (14) 

where 𝑃𝑊𝑇(𝑡), 𝑃𝑃𝑉(𝑡), 𝑃𝐵𝐸𝑆𝑆(𝑡), and 𝑃𝐷(𝑡) represent the power delivered by the WT, 

PV, BESS, and DG, respectively, while 𝑃𝐿(𝑡)is the demanded power.  

In this kind of system, it is usual that all the demand cannot be met all the time, so a 

reliability restriction is added. It is required that at least 95% of the demanded power 
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be satisfied in all moment, so it was used as a reliability indicator based on the Loss of 

Power Supply Probability (LPSP) [25]: 

 
∑ 𝑃𝐺(𝑡)𝑡

∑ 𝑃𝐷𝐺(𝑡)𝑡
> 0.05 (15) 

where 𝑃𝐺(𝑡) is the net power generated at time 𝑡 and 𝑃𝐷𝐺(𝑡) the power load in kW. To 

satisfy equations (14) and (15), a rule-based EMS was designed that guarantees the 

load’s attention and, thus, a good system reliability, taking advantage of renewable re-

sources and optimizing the dispatch between the BESS and the DG. This strategy is 

presented in the following subsection. 

2.3 Rule-Based Energy Management Strategy 

The rule-based EMS implemented allows us to take full advantage of generation 

from renewable sources and optimize DG and BESS’s dispatch, considering emissions 

and their degradation. This strategy is executed once each hour of time of study (five 

years). The sequence of actions of the strategy is following described: 

1. The data corresponding to a possible solution is loaded, that is, the number of WT / 

PV / BESS / DG. 

2. The generation of renewables is calculated from the models in Subsection2.4. 

3. The difference between generation with renewables and demand is calculated. 

4. For each instant interval t: 

─ If the renewable generation is greater than the demand, the BESS is charged. 

The energy not supported by the BESS is counted as dump energy. 

─ If the renewable generation is less than the demand, the power of the BESS and 

the DG is dispatched in such a way as to minimize the cost of energy, degrada-

tion, and the emissions penalty (see Subsection2.4), in what is called CEED. 

─ If the BESS’s combined maximum capacity and the DG are not enough to meet 

the demand, the output power of this equipment will be set to its maximum, and 

an unattended load will be computed. 

5. Once the iterative EMS process is finished, the reliability indicators, emissions, and 

costs about the possible solution are calculated. 

2.4 Modeling of the microgrid components 

This subsection presents the models that allow converting primary resources to output 

power for renewable sources, the model used for BESS, and the relationship between 

power demanded by the DG and its fuel consumption. 

Wind Turbines. The calculation of the power generated by the WTs is made according 

to the wind speed and the cubic model with lower and higher cutting speeds [8]. Math-

ematically, this model is described like this: 
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 𝑃𝑊𝑇(t) =

{
 
 

 
 

0,   𝑉 < 𝑉𝐶𝑖𝑛 ^ 𝑉 > 𝑉𝐶𝑜𝑢𝑡

𝑁𝑊𝑇𝑁𝐶𝑊𝑇 (
𝑉(𝑡)3 − 𝑉𝐶𝑖𝑛

3

𝑉𝑅
3 − 𝑉𝐶𝑖𝑛

3  
) , 𝑉𝐶𝑖𝑛 ≤ 𝑉 < 𝑉𝑅  

𝑁𝑊𝑇𝑁𝐶𝑊𝑇 , 𝑉𝑅 ≤ 𝑉 < 𝑉𝑐𝑜𝑢𝑡

, (16) 

where, 𝑁𝐶𝑊𝑇 and 𝑉𝑅 are the power in kW and nominal speed in m/s of the WT, respec-

tively. 𝑉(𝑡), 𝑉𝐶𝑖𝑛 and 𝑉𝐶𝑜𝑢𝑡 is the wind speed at instant 𝑡, the lower cutting speed, and 

the upper cutting speed in m/s, respectively. 

Photovoltaic system. The chosen model is a simplified model presented by Bukar et 

al. [8], which considers the manufacturer’s parameters, irradiance, and temperature to 

calculate the power output thus: 

 𝑃𝑃𝑉(t) = 𝑁𝑃𝑉𝜂𝑃𝑉𝐴𝑃𝑉𝐼(𝑡) (1 + (
𝑘𝑝

100
) (𝑇𝑐(𝑡) − 𝑇𝑆𝑇𝐶)) (17) 

where 𝑃𝑃𝑉(𝑡), 𝐼(𝑡), and 𝑇𝑐(𝑡) represent the power generated in kW, the irradiance 

kW/m2, and the temperature of the cell in °C [8] at an instant 𝑡. 𝜂𝑃𝑉, 𝐴𝑃𝑉, 𝑘𝑝, and 𝑇𝑆𝑇𝐶  

are parameters that represent the efficiency, the effective area in m2, the temperature 

constant in 1/°C, and the STC temperature of the panel in °C, respectively. 

Battery Energy Storage System. As inferred from EMS, the battery’s power in-

put/output depends on their state of charge, power limits, and the EMS operation stage. 

Thus, the BESS can operate during: 

Excess of renewables. If the generation produced by renewable sources exceeds the 

demand, that power will charge the batteries. This scenario is the only one in which 

BESS absorbs energy. This power injection will be limited by the SOC and the maxi-

mum battery charging power (see Subsection2.4). 

 𝑃𝐵(𝑡) = −(𝑃𝑊𝑇(t) + 𝑃𝐹𝑉(t) − 𝑃𝐿(𝑡))    (18) 

Defect of renewables. If the generation of renewables is insufficient to satisfy the de-

mand in an instant t, it will be decided to dispatch the batteries together with the diesel, 

minimizing the cost of generation at that instant. The cost of generating with batteries 

will be associated with their degradation, thus: 

 𝐶𝐵𝐸𝑆𝑆(𝑡) =
𝑃𝑅𝐵𝐸𝑆𝑆

𝐸𝑇𝐵𝐸𝑆𝑆
𝑃𝐵(𝑡), 𝑃𝐵(𝑡) > 0 (19) 

where 𝑃𝑅𝐵𝐸𝑆𝑆 is the capital price in USD, and 𝐸𝑇𝐵𝐸𝑆𝑆 is the energy throughput of the 

battery in kWh. This equation assigns a fee to the kWh delivered by the battery consid-

ering its useful life in terms of energy. This cost is not considered within the 𝐶𝑂𝑀 or 

𝐶𝐹𝐶  component, since it is within the 𝐶𝑆𝐴 and 𝐶𝑅𝐸 calculation. 

Diesel Generation. Like BESS, its dispatch depends on EMS. Additionally, the fuel 

consumption is used to calculate the cost of its dispatch and the component 𝐶𝐹𝐶 . The 

linear cost function of fuel consumption [26] chosen is presented below:  
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 𝐹𝐶𝐷𝐺(𝑡) = 0.246𝑃𝐷𝐺(𝑡) + 0.08415𝐶𝑁𝐷𝐺 (20) 

where 𝐶𝑁𝐷𝐺 is the nominal capacity of the diesel generator in kW. For dispatch pur-

poses, an additional factor that includes degradation due to use and a penalty factor for 

emissions was included. The dispatch cost function for the DG is:  

 𝐶𝐷𝐺(t) = 𝑃𝑅𝐷𝐺𝐹𝐶𝐷𝐺 + 𝑃𝐸𝐷𝐺̅̅ ̅̅ ̅̅ ̅𝑃𝐷𝐺(𝑡) +
𝑃𝑅𝐷𝐺

𝐸𝑇𝐷𝐺
𝑃𝐷𝐺(𝑡) (21) 

where 𝐸𝑇𝐷𝐺 is the total guaranteed energy that the DG can deliver during its entire use-

ful life. 

2.5 Study data 

This section presents the primary resource and load profiles associated with the prob-

lem. The MG’s sizing was made for an isolated location in the north of Colombia, in 

La Guajira (12.154N, 72.063W), since it is a location with abundant solar and wind 

resources [27]. 

Load Profile. The load profile was generated from typical residential profiles in Co-

lombia. The highest demand occurs at the beginning of the night (18:00 to 20:00) and 

is equal to 20 kW, on average. The profile contains a random variability of 15%. Figure 

1 shows the power profile for two days. 

 
Fig. 2. Load profile for 50 hours of the evaluation period. 

Primary energy resources. Energy resources are the climatic variables that affect re-

newable generation. For this work, irradiance, wind speed, and ambient temperature 

are considered. These data were obtained from the EU Science Hub. Figure 2 shows 

the irradiance profile, wind speed, and temperature for any two days. 
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Fig. 3. Primary energy resources profiles. a) Solar radiation, b) temperature, and c) wind speed 

for 50 hours. 

Parameters. Parameters are divided into three categories: economic, emissions, and 

technical parameters. The economic parameters are the values required for the cost cal-

culations and are summarized in Table 1; the LCE function and the penalty in the CEDD 

information were collected in Table 2. Data associated with the mathematical models 

of the DERs and constraints is presented in Table 3. 

Table 1. Economic parameters for system specification 

Parameter Value Unit Parameter Value Unit 

𝑷𝑹𝑫𝑮 5,000 USD/unit 𝑂𝑀𝑊𝑇 450 USD/unit/year 

𝑷𝑹𝑾𝑻 40,000 USD/unit 𝑂𝑀𝑃𝑉 10.21 USD/unit/year 

𝑷𝑹𝑷𝑽 714 USD/unit 𝑂𝑀𝐵𝐸𝑆𝑆 147 USD/unit/year 

𝑷𝑹𝑩𝑬𝑺𝑺 3,057 USD/unit 𝑖𝑓 6.6 % 

𝑶𝑴𝑫𝑮 0.17 USD/h 𝑃𝑅𝑑 0.7889 USD/L 

Table 2. LCE parameters for system specification. 

Parameter Value Unit Parameter Value Unit 

𝑮𝑯𝑬𝑾𝑻 [21] 0.012 kgCO2eq/kWh 𝐺𝐻𝐸𝐷𝐺  [24] 20,203 kgCO2eq/kWh 

𝑮𝑯𝑬𝑷𝑽 [22] 0.023 kgCO2eq/kWh 𝑃𝐸𝐷𝐺̅̅ ̅̅ ̅̅ ̅ see [28] USD/kWh 

𝑮𝑯𝑬𝑩𝑬𝑺𝑺 [23] 0.040 kgCO2eq/kWh - - - 

Table 3. Technical parameters for system specification. 

Parameter Value Unit Parameter Value Unit 

𝑪𝒊𝒏 3 m/s 𝑆𝑂𝐶𝑚𝑖𝑛  40 % 

𝑪𝒐𝒖𝒕 20 m/s 𝑆𝑂𝐶𝑚𝑎𝑥 100 % 

𝑪𝑵𝑾𝑻 10 kW 𝑃𝐵𝐸𝑆𝑆−𝑚𝑖𝑛 -3 kW 

𝑽𝑹 10 m/s 𝑃𝐵𝐸𝑆𝑆−𝑚𝑎𝑥 5 kW 

𝜼𝑷𝑽 0.175 - 𝐶𝑁𝐵𝐸𝑆𝑆 9.8 kWh 

𝑨𝑷𝑽 1.944 m2 𝐸𝑇𝐵𝐸𝑆𝑆 30,000 kWh 

𝒌𝒑 -0.35 - 𝐿𝑇𝐷𝐺  15,000 h 
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𝑻𝑺𝑻𝑪 25 °C 𝐸𝑇𝐷𝐺  63,750 kWh 

𝑪𝑵𝑷𝑽 0.34 kW 𝐶𝑁𝐷𝐺 5 kW 

2.6 Solution method 

It was used Matlab software and the parallel computing toolbox to solve the problem. 

An algorithm based on an exhaustive search was implemented since it was also inter-

esting to observe all combinations’ affectation. The search space comprised 405,720 

combinations, and limits of the amounts of DG, WT, PV, and BESS are 1 to 4 DGs, 0 

to 20 WTs, 0 to 160 PV, and 1 to 30 BESS. Total solution time was less than 8 minutes 

on a PC with an Intel (R) Core ™ i7-3770 CPU @ 3.40GHz Quadra-core. 

3 Results and Discussion 

This section presents the results for the three proposed interest cases. The general re-

sults of the three points are shown in Table 4. Between the worst configuration used to 

meet demand (Case 1) and the most economical (Case 2), there is a set of financially 

viable possibilities that present reductions in LCEs, called Pareto front. One interesting 

solution of case 3 is the ‘Best’ solution with the better relation between NPC and LCEs, 

namely, the solution closer to the ideal value (NPC = 0, LCE = 0). 

Table 4. The best solution for each case studied. 

Case 
Solution 

NPC [USD] LCE [tCO2eq] 
𝑵𝑫𝑮 𝑵𝑾𝑻 𝑵𝑷𝑽 𝑵𝑩𝑬𝑺𝑺 

1 4 0 0 0 154 K 605 

2 2 2 54 3 107 K 173 

3 1 1 105 20 127 K 68 

3.1 Case 1: DG-based sizing. Meeting the load exclusively with DGs 

requires four units with a LPSP1 of 0.28%. This configuration has an 

NPC1 of $153,932 and emits 605.5 tCO2eq, making it the most 

expensive and less environmentally friendly option. 

 

3.2 Case 2: Economic-based sizing. Economical solution features an NPC2 

of $107,525 due to 2 DG, 2 WT, 54 PV, and 3 BESS with an LPSP2 of 

4.81%. The LCEs are equal to 173.7 tCO2eq. This case is the less 

expensive option, and a reduction of three times was obtained in the total 

emissions compared with Case 1. 
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3.3 Case 3: LCA-CEED-based sizing. The inclusion of CEED and LCE 

produces the Pareto front of Figure 3. On this front, the NPC of the 

previous cases stand out, establishing the limits between the cheapest 

option possible (NPC2) and the most expensive option (NPC1). The 

Figure reveals that there are solutions up to 29% less expensive than Case 

1. The variations of LCE with respect to case 1 (ΔLCE) were calculated 

and plotted in the right axis; this second plot shows emission reductions 

from 71% to more than 90%. Finally, the ‘Best’ solution is 17% cheaper 

and emits 89% less tCO2eq than case 1. 

 
Fig. 4. Pareto front for case 3. The left axis represents LCEs, and the right axis represents varia-

tion of LCEs with respect to case 1. 

Effects of CEED. Considering CEED has an economic impact on the solution does 

not necessarily guarantee lower emissions. In this study, considering the penalty cost 

(𝐶𝑃𝐸) only has adverse economic effects since it can be seen how the entire Pareto front 

“shift” horizontally to the right, that is, all solutions become slightly more expensive in 

proportion to this penalty, as shown in Figure 4. 

The explanation is as follows: the rule-based EMS optimizes the dispatch cost every 

time the renewable generation is insufficient. Since the cost function is linear, the so-

lution will always maximize the cheaper component’s power production. In the dis-

patch cost function (see Equation 20), the most affordable element is always BESS 

(0.10 USD / kWh) compared to DG (> 0.20 USD / kWh), so adding the penalty factor 

makes DG more expensive (and therefore, the solution). However, this does not signif-

icantly affect the power dispatch (compared to the case without CEED) and, conse-

quently, the total emissions. 

The most affected solutions on the Pareto fronts will be those with the highest DG 

penetration, as shown in the group of solutions demarcated by the blue rectangle in 

Figure 4. This set of solutions requires 2 DGs, and thus, diesel generation has a remark-

able impact on its operation compared with those that operate with only 1 DG. This fact 
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also reveals the inverse relationship between the DG penetration level and the amount 

of LCEs. 

 
Fig. 5. Pareto front with (o-mark) and without (x-mark) CEED. 

Relationship between solutions and emissions. Figure 5 relates the number of 

DERs with the LCEs of the solution. As expected, an increase in DG penetration pro-

duces an increase in the total emissions (Figure 5.a). At the same time, the reduction in 

LCEs is associated with greater penetration of PV and BESS (Figure 5.b and 5.d). How-

ever, WTs are directly related to higher emission levels since wind turbines provide a 

stable generation (according to the wind profile) throughout the day that integrates very 

well with diesel generation. 

 
Fig. 6. Correlation between the number of DERs and LCEs. a) DG, b) WT, c) PV, 

and d) BESS. 
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3.4 Discussion 

The sizing and planning of MGs with reduced LCEs are economically feasible. The 

case studies show that there are multiple solutions with lower emissions and less ex-

pensive than the solution based exclusively on diesel generators. This fact confirms that 

the hybridization of MG is an excellent alternative in economic and environmental 

terms. 

On the other hand, it can be observed that implementing a CEED approach on the 

ruled-based EMS does not necessarily have a positive impact on the total emissions of 

the system. The results show that the inclusion of an emission charge makes the DG 

operation more expensive but does not significantly affect the power dispatch. For this 

reason, at least in terms of emissions, the results are quite similar with or without 

CEED.  

Finally, it was found that the increase in penetration of PV and BESS systems is 

correlated with the decreases in LCEs. However, it is not the case with WT, although 

it is a type of renewable generation. The reason for this is strongly linked with the wind 

resource profile of the case study, which generates a strong correlation between the use 

of WT and DGs. 

4 Conclusion 

This paper presents a strategy for the optimal sizing of MGs, which considers LCA in 

the design and planning. The economic impact of LCE inclusion was calculated, con-

cluding that hybrid MGs can have lower emissions and can be less expensive than sys-

tems based exclusively on diesel generators. The effect of increase the penetration of 

DERs and consider a combined economic-environmental dispatch was simulated on a 

case study, analyzing its variations on costs and GHG emissions. Future works will be 

focused on including the quantification of environmental indicators such as embedded 

energy, soil acidification, water consumption, among others. 
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Abstract. Over the years, has been growing policies aiming to reduce the green-

houses gases emissions – GHG, which lead for the searching of sustainable alter-

native solutions. One way mitigates the GHG emissions is the use of renewable 

energy sources. Nevertheless, for the use of such resources there are a series of 

processes inherent to the energy production and consumption, being the supply 

chain one of the principals. Based on this, the main objective of present article is 

to map the role of renewable energies inside the context of sustainable supply 

chain, observing how the studies have been developed, looking for the main re-

searchers, organizations and collaboration networks, being at final a mapping of 

the 15 most cited studies in area. The research was carried out with the papers 

published at Web of Science database, using VantagePoint software to quantify 

the information’s, including the evolution of studies over time until 2019. It was 

possible to perceive that the research has been growing since 2010, moreover, 

subjects related to biomass, biofuels and photovoltaic energy were the most re-

current at the most cited. However, within this framework, the theme presented 

itself as new and that there are still great potentials to be explored. 

Keywords: Renewable energies, supply chain, sustainable.  

1 Introduction 

Nowadays, the concern about the global warming and carbon emission is increasing 

more over [1], [2]. It is scientific knowledge that the global warming is caused by GHG 

emissions, mainly for carbon dioxide (CO2), which is also generated by fossil fuel com-

bustion processes [3]–[5]. According to Fang et al [6], the industrial sector contributes 
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with one-half of the global energy consumption. Within this context, the supply chain 

it is a process that involves different layers (from raw material, to manufacturing and 

delivering the products for clients – sometimes, even the recycling and disposal) and 

process (as manufacturing, transportation, storage and so on) that are intensive in en-

ergy consumption. 

Therefore, one of the solutions that has been studied and implement over the years 

is the use of renewable energies [7], [8], that covers a wide use of different resources, 

such as, photovoltaic energy [9], hydrogen [10], wind energy [11], biogas for cogener-

ation [12] and many others [13]–[15]. 

According to Eurostat data (September of 2020) [16] in Fig. 1, the energy balance 

of renewable sources has increased by almost 6% in all European Union in the last 10 

years, highlighting Portugal as one of main growing countries from renewable sources. 

Another important fact to highlight, is the growth of renewable energies in emerging 

countries, such as Brazil, with according to data from the Ministry of Mines and Energy 

[17], renewable energy sources, which include hydro, wind, solar and bioenergy, 

reached 46.1% of participation in the 2019 total energy demand matrix, increasing 0.6 

percentage point in relation to the 2018 indicator. 

  

 

Fig. 1. Energy balance from renewable sources for European Union and other countries (2020) 

(Source: Eurostat adapted by the authors [16]). 

 

Furthermore, an increasing the consumption of renewable energy can also decrease 

the dependence on fossil energy sources, promoting a sustainable development [18], 

[19]. However, for sustainable development it is necessary attend to social and envi-

ronmental scenario, where in most of the time they are not even take account [20].  

Still within the concept of sustainable development, an area that has grown up the 

studies is the design of sustainable supply chains. In general, the design of supply chains 
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is crucial to integrate several flows of raw materials, goods, and products at the end of 

their useful lives, that are some relevance for industrial processes [21]. 

As global demand has accrete dramatically (according to data from Energy Infor-

mation, 30% of energy consumption will increase between 2020 and 2050) [22], the 

business sector has focused much of the efforts with the economic aspect, often leaving 

aside  social and environmental aspects [23]. 

It is important to emphasize that quantifying these aspects is not always easy, bring-

ing greater complexities in the development of mathematical models that support deci-

sion making regarding the design of supply chains [24]. In this sense, some authors 

point out that the incorporation of environmental and social aspects is a challenge in 

the area for the next years [25], [26], making it possible to visualize the recent efforts 

of researchers that have brought these dimensions for the literature [27]–[29]. 

With this, researchers observed that improvements can be achieved by two different 

ways: advanced programming research and operational strategies [30]. Based on this, 

this article aims to understand the role of renewable energy within the context of sus-

tainable supply chain, performing the following questions, (i) Who are the main re-

searchers in the field? (ii) How countries and institutions have worked to promote these 

studies? and (iii) How have studies grown in area and what are the most relevant the-

matic areas in this subject? Raising these questions, the next sections will discuss the 

methodological procedures to answer that, as well the results and discussion followed 

by conclusion. 

2 Methodological Procedures  

 

The methodological procedures used in this study involves a qualitative analysis of 

the literature and, the use of statistical techniques. Through a datamining process, the 

articles were obtained from the Web of Science (Wos) database, due to its scope and 

coverage [31]. Table 1 shows the parameters of search performed. 

 Table 1. Description of search in the Web of Science database 

Criterion Description 

Topic 1 
TS1 = (“SUPPLY CHAIN*” OR 

“SUPPLY NETWORK*”) 

Topic 2 TS2 = (“SUSTAINAB*”) 

Combination TS3 = (“TS1” AND “TS2”) 

Data base Web of Science 

Refinement  Only Articles 

Data March 20, 2020 - 16:20 GMT-3 

 

In a first time, the study had not included any keyword related to renewable energy 

sources, since decided to gather all the papers published about the subject and then, 

select for a frame of analysis. By doing that, the associated error was reduced with the 
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elimination of papers that could be related to the theme but does not use a specific 

keyword as the indexation terms. 

Therefore, with the results from the search performed accordingly Table 1, was se-

lected those papers that had keywords related to any kind of renewable energy. In Table 

2 are listed the main categories used to select those papers. It is important to point that 

were found 260 keywords related to renewable energy. 

  

 Table 2. Categories and some keywords used for cutout in Wos database 

Category Keywords  

Energy 

Energy 

Renewable Energy 

Energy Efficiency 

Energy Consumption 

Exergy 

Sustainable Energy 

Electricity 

Renewable Energy 

Wind Energy 

Solar Energy 

Wind and Solar Power 

Solar Photovoltaic  

Off-Grid Solar 

Thermal Energy  

Bioenergy 

Biomass 

Bioenergy 

Biofuel 

Palm Oil 

Biogas 

Ethanol 

Forest Biomass 

Woody Biomass 

Supply Chain  

Biomass Supply Chain 

Bioethanol Supply Chain 

Hydrogen Supply Chain 

Biorefinery Supply Chain 

Thermal Coal Supply Chain 

Systems  

Biocatalysis 

C-Si Photovoltaic Panel 

Hybrid Generation  

Heat Recovery  

Hydrogen System  

Others 
Biomethane 

Cellulosic Biofuels  

 

Another way to visualize the quantification of words is by the graph illustrate in Fig. 

2, where is possible to view the frequency of each category of words referring to 
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renewable energies, in which the largest amount is represented by biomass followed by 

biofuel, ethanol, solar, photovoltaic and hydrogen. 

 

 

Fig. 2. Most recurrent words of 260 for clipping inside the Wos database from Table 

1 (Source: The authors) 

 

 

After this step of segregating words related to renewable energies, the study was 

carried out from VantagePoint, in which the main results and discussions will be pre-

sented in the next section. 

  

3 Results and discussion  

 

As discussed in the methodological procedures, the first step was to perform the 

search according to the criteria presented in Table 1. Where in all time (1900-2019), 

9558 studies were found, being 6984 indexed scientific articles (Table 3). 

Based on these results, the database for this study was created, focusing on the 6984 

indexed journals. Therewith, the next step is understanding the role of renewable ener-

gies within this context. For this, the keywords that involved areas and categories re-

lated to renewable energy sources were cutout according to the search criteria estab-

lished by Table 2, In which a total of 547 studies were found. 

The first result analyzed was how the studies that relate renewable energy in sustain-

able supply chain have been developed over the years (Fig 3). In Fig. 3 the green line 

shows the records in function of the years and the blue one is the tendency line. Fig. 3 

shows that the interest in this subject is recent (first paper published in 2002), with an 

accentuated growth from 2010. 
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Fig. 3. Evolution of sustainable supply chain and renewable energies records in func-

tion of years (Source: VantagePoint and the authors) 

 

 

The second analysis sought to understand the collaboration network among the main 

authors. A total of 1777 authors were found, which the 10 largest authors in the database 

were (records) respectively; You, FQ (12), Bezzo, F (7), Faaij, APC (7), Junginger, M 

(7), Ponce-Ortega, JM (7), Zhang, J (7), Cucchiella, F (6), D'Adamo, I (6), Lam, HL 

(6) and Osmani, A (6). The collaboration network is presented by Fig. 4, in which it is 

possible to observe, at least, 10 contribution networks composed by 3 authors or more. 

To clarify the visualization of the main authors that publish about sustainable supply 

chain and renewable energy, Table 3 lists 28 authors with at least 4 publications. 

Where can be seen some collaboration network, among the main authors, You, FQ is 

between two networks, being made up of Yue, Dj and Ponce-Ortega, JM, besides this, 

it stands out Cucchiella and D’Adamo working together, Lam, Zhang, Y and Khan, 

SAR, among other authors with great importance in the area. 

The next analysis carried out was to understand the main organizations and institu-

tions that have published most in the thematic area of this article. The main results led 

to: Imperial College of Science, Technology and Medicine (with 16 records), Univer-

sity of Padua (14), Iran University Science and Technology (12), University of Utrecht 

(11), Wageningen University (11), University of Groningen (10), Northwestern Uni-

versity (9), Oak Ridge National Laboratory (9), University of California (9), University 

of Manchester (9). 
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  Table 3. The 28 more recurrent authors with most records in database for sustainable 

supply chain and renewable energy (Source: The authors) 

Position Author Records 

1º You, FQ 12 

2º 

Bezzo, F 7 

Faaij, APC 7 

Junginger, M 7 

Ponce-Ortega, JM 7 

Zhang, J 7 

3º 

Cucchiella, F 6 

D'Adamo, I 6 

Lam, HL 6 

Osmani, A 6 

4º 

Azapagic, A 5 

Dale, VH 5 

Hilliard, MR 5 

Khan, SAR 5 

Pishvaee, MS 5 

Santibanez-Aguilar, JE 5 

Sarkar, B 5 

Shah, N 5 

5º 

Efroymson, RA 4 

Elkamel, A 4 

Garcia, DJ 4 

Gonela, V 4 

Guillen-Gosalbez, G 4 

Jaber, MY 4 

Jeswani, HK 4 

Murphy, RJ 4 

Yue, DJ 4 

Zhang, Y 4 

  

 

The main Brazilian institutions that appear in the database are Federal Fluminense 

University – UFF (4), Federal University of Rio de Janeiro – UFRJ (3), São Paulo Uni-

versity – USP (3) and Federal Technological University of Paraná – UTFPR (2).  

Regarding the countries that published the most about the subject, we highlight the 

top 10:USA (with 145 records), UK (67), Italy (63), Netherlands (45), Germany (34), 

China (30), Australia (26), Canada (25), Brazil (24) and Malaysia (24). Fig. 5 shows 

the map of countries with different colors for the number of publications.  

It is also important to note that, it is well known that some countries on the African 

continent, the Middle East, and a small number of countries in Latin America have not 

contributed to the research area. However, it is a topic that been studied widely in a 

global scale. 
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Fig. 4. Collaboration networks and micro-networks between the various authors 

found in the database (Source: VantagePoint and the authors). 

 

 

Fig. 5. Global map presenting the number of records for countries (Source: Vantage-

Point and the authors). 

 

 

After analyzing the main authors involved and their networks, organizations and 

countries, the next step was to understand what the main areas of research are related 

to sustainable supply chains and renewable energies (Fig. 6). As expected the main 

results are related to the areas  energy, engineering and technology, as follow: Energy 

& Fuels (with 221 records), Engineering (213), Environmental Sciences & Ecology 

(201), Science & Technology - Other Topics (157), Biotechnology & Applied Micro-

biology ( 70), Agriculture (57), Business & Economics (46), Thermodynamics (33), 

Computer Science (28) and Operations Research & Management Science (27).  

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 830

ISBN 978-9930-541-79-1



In addition, it was observed the appearance of other areas not very close to renewable 

energies but that involve decision-making process, leading to a conclusion that the dif-

ferent industrial segments are looking for sustainable alternatives to minimize the en-

vironmental impacts in the supply chain. 

 

 
Fig. 6. Research areas and the number of records (Source: The authors)  

 

 

Finally, the last analysis consisted of understanding which keywords are most pre-

sent in the studies, Fig. 7 shows the words with the highest record within the base of 

data. As can be seen, the most frequent words are bioenergy, biofuel, bioethanol, bio-

gas, renewable energy, palm oil, among others. It is possible to view different sources 

of energy presents that more recurrent.  

 

 

 
Fig. 7. Word cloud with the most frequently keywords in database (Source: Van-

tagePoint and the authors). 
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Finally, a mapping with the 15 most cited works in the area is presented according 

to Table 4, which represents a total of approximately 2.74% of all works. Scientific 

publications were ordered by citation recurrence and categorized by author (year), ob-

jective of the work, source of energy, supply chain and which sustainable criteria were 

presented. 

 

Table 4. Mapping of the most cited works in area (Source: The authors) 
Author Objective Energy Source  Supply Chain  Sustainable Criteria 

You et al. (2011) 

[32] 

Design of cellulosic 

ethanol supply 

chain under sustain-

able criteria 

Biomass (switchgrass 

and miscanthus) 

Cellulosic ethanol 

supply chain 

• Emissions of 

GHG 

• Job creation 

Cost 

Yue, You and 

Snyder (2014) [33] 

Describes the key 

challenges and op-

portunities in opti-

mization of bio-

mass-to bioenergy 

supply chains 

Biomass (algae) 

(agricultural/forest) 

Biofuel/bioenergy 

supply chain 

• Emissions of 

GHG 

• Emissions of CO2 

• Job creation 

Cost 

Gold and Seuring 

(2011) [34] 

Literature review 

about bio-energy 

production 

Biomass 
Bio-energy supply 

chain  

• Emissions of CO2 

• Transport Traffic 

congestion 

Cost 

Choudhary and 

Shankar (2012) [35] 

STEEP-fuzzy AHP-

TOPSIS based 

framework for eval-

uation and selection 

of locations for 

TPPs 

Coal  TPP supply chain** 

• Environmental 

impact 

• Cost 

Goodrich et al. 

(2013) [36] 

Analysis of manu-

facturing costs for 

wafer-based mono-

crystalline PV mod-

ule supply chain 

PV 
PV module supply 

chain 

• Cost 

• Energy Efficiency 

Ahmad and Tahar 

(2014) [37] 

Review and selec-

tion of a RE source 

in Malaysia  

Hydropower, Wind, 

PV, Biogas and Bio-

mass 

Energy generation 

supply chain  

• Emissions of CO2 

• Environmental 

impact 

• Job creation 

• Public acceptance  

• Cost 

Mccormick and 

Kaberger (2007) 

[38] 

Analysis, and dis-

cussion of barriers 

for bioenergy in the 

EU 

Biomass and Biogas  
Bioenergy supply 

chain  

• Emissions of 

GHG 

• Job creation 

Cost 

Scott et al (2012) 

[39] 

Review of problems 

in bioenergy sector 

using MCDM 

Biomass, PV Wind, 

Hydrogen  

 

Biomass/Biofuel 

Supply Chain  

• Emissions of 

GHG 

• Emissions of CO2 

• Environmental 

impact 

• Job creation 

• Public acceptance  

• Cost 

Zangh et al (2013) 

[40] 

Mathematical 

model to determine 

the optimal supply 

chain/logistics deci-

sions of SBSC 

Biomass 

(Switchgrass)  

Bioethanol Supply 

Chain  

• Energy consump-

tion 

• Cost 

Cucchiella and 

D’Adamo (2013) 

[41] 

Literature review of 

supply chain and 

RE 

Biomass, hydrogen, 

PV and Wind power. 

 

RE supply 

chain/supply chain 

management  

• Emissions of 

GHG 

• Job creation 
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 Cost 

Corsano et al. 

(2011) [42] 

MINLP optimiza-

tion model for a 

sustainable design 

and behavior analy-

sis of sugar/ethanol 

supply chain (SC). 

Biomass (Sugarcane) 
Sugar/ethanol sup-

ply chain 

• Cost 

• Environmental 

impact 

Cucchiella et al. 

(2015) [43]  

Environmental and 

economic analysis 

of building inte-

grated 

photovoltaic sys-

tems in Italian re-

gions 

PV PV supply chain** 

• Emissions of CO2 

• Energy Efficiency 

• Energy consump-

tion 

• Cost 

Stokes et al. (2011) 

[44] 

Quantifying the life-

cycle energy con-

sumption and 

associated air emis-

sions from water 

supply, treatment, 

and distribution 

Natural Gas  

Water distribution 

and treatment sup-

ply chain  

• Emissions of CO2 

• Emissions of 

GHG 

• Energy consump-

tion 

 

 

 

Chiaroni et al. 

(2014) [45] 

Debate concerning 

self-consumption to 

support the eco-

nomic sustainability 

of photovoltaic fa-

cilities 

PV PV supply chain 

• Cost 

• Energy Efficiency 

 

Khan et al. (2018) 

[46] 

Examine the rela-

tionship between 

green logistics oper-

ations and energy 

demand, economic 

growth and environ-

mental sustainabil-

ity for 43 countries 

Biomass  

Industrial/biofuel 

supply chain man-

agement   

• Emissions of CO2 

• Emissions of 

GHG 

• Cost 

 

*TPP – Thermal Power Plant, PV – Photovoltaic, RE – Renewable Energy, EU – Europe Union, MCDM – Multi-Criteria 

Decision-Making, SBSC – switchgrass-based bioethanol supply chain. 

** Supply chains not explicit by the authors 

 

Most of the authors found in the database as the main ones listed of the most cited, 

being them, You, Lam, Yue, Zangh, Cucchiella, D'Adamo and Khan. Moreover, bio-

mass and photovoltaic was the most recurrent source energy, cost and emissions of CO2 

and GHG was sustainable criteria more recurrent and biofuel and bioenergy was supply 

chain most recurrent.  

4 Conclusion   

  

This paper showed that the renewable energies theme in supply chain still young, 

being started to have grown from 2010, which can be noted in the most cited works 

(where only one is before 2010). Furthermore, it was seen that a lot of countries and 

institutions of all words is searching solutions to implement renewable energies in sup-

ply chain, justified by the global map of publications, where only a small portion of the 

Middle East and some countries on the African continent did not respond. Another im-

portant conclusion is to see how the different industrial sectors have implemented 
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research in this area, which includes sector ranging from the pharmaceutical to food for 

example. Inside the area, the themes that presented high research were related to bio-

mass, biofuels, and bioenergy, followed by photovoltaic, wind energy and biogas, how-

ever, many studies involved other areas was founded in database such as thermal, co-

generation, hybrid system, but not presenting the same recurrence as the main. Regard-

ing the observed sustainable criteria, much is looked at the cost and GHG emissions, 

however, the social factors were the least pointed out. This study demonstrated the ef-

fectiveness of the VantagePoint for the presentation of results from the database, in 

addition, as limitations of this research, we have the low number of mapped articles 

(about 2.74% of the entire database) and not considering studies from the database from 

2020 (considering that it is the current year). As a suggestion for futures works, a greater 

analysis of scientific articles could more clearly validate the information taken from the 

database, in addition to a more critical assessment for the social and environmental 

scenarios. 

 

Acknowledgment 

 The authors would like to thank CNPq by the scholarship awarded, IFRJ for the 

availability of VantagePoint software and the project “Ciudades Inteligentes, total-

mente integrales, eficiente y sostenibles (CITIES), n. de processo: 518RT0557”. 

References 

[1] J. Y. Ding, S. Song, and C. Wu, “Carbon-efficient scheduling of flow shops by 

multi-objective optimization,” Eur. J. Oper. Res., vol. 248, no. 3, pp. 758–771, 

2016. 

[2] E. Mastrocinque, F. J. Ramírez, A. Honrubia-Escribano, and D. T. Pham, “An 

AHP-based multi-criteria model for sustainable supply chain development in 

the renewable energy sector,” Expert Syst. Appl., vol. 150, p. 113321, 2020. 

[3] S. E. Hosseini, “An outlook on the global development of renewable and 

sustainable energy at the time of COVID-19,” Energy Res. Soc. Sci., vol. 68, 

no. April, p. 101633, 2020. 

[4] E. Huang et al., “Multi-objective optimization for sustainable renewable jet 

fuel production: A case study of corn stover based supply chain system in 

Midwestern U.S.,” Renew. Sustain. Energy Rev., vol. 115, no. March, p. 

109403, 2019. 

[5] C. J. C. Jabbour, A. B. L. de S. Jabbour, J. Sarkis, and M. G. Filho, “Unlocking 

the circular economy through new business models based on large-scale data: 

An integrative framework and research agenda,” Technol. Forecast. Soc. 

Change, vol. 144, no. June, pp. 546–552, 2019. 

[6] K. Fang, N. Uhan, F. Zhao, and J. W. Sutherland, “A new approach to 

scheduling in manufacturing for power consumption and carbon footprint 

reduction,” J. Manuf. Syst., vol. 30, no. 4, pp. 234–240, 2011. 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 834

ISBN 978-9930-541-79-1



[7] J. Maroušek, S. Hašková, R. Zeman, J. Váchal, and R. Vaníčková, “Assessing 

the implications of EU subsidy policy on renewable energy in Czech Republic,” 

Clean Technol. Environ. Policy, vol. 17, no. 2, pp. 549–554, 2015. 

[8] A. Kuriqi, A. N. Pinheiro, A. Sordo-Ward, and L. Garrote, “Influence of 

hydrologically based environmental flow methods on flow alteration and 

energy production in a run-of-river hydropower plant,” J. Clean. Prod., vol. 

232, pp. 1028–1042, 2019. 

[9] L. Hernández-Callejo, S. Gallardo-Saavedra, and V. Alonso-Gómez, “A review 

of photovoltaic systems: Design, operation and maintenance,” Sol. Energy, vol. 

188, no. March, pp. 426–440, 2019. 

[10] J. G. F. Madeira, R. A. M. Boloy, A. R. S. Delgado, F. R. Lima, E. R. Coutinho, 

and R. de C. Pereira Filho, “Ecological analysis of hydrogen production via 

biogas steam reforming from cassava flour processing wastewater,” J. Clean. 

Prod., vol. 162, pp. 709–716, 2017. 

[11] S. Deep, A. Sarkar, M. Ghawat, and M. K. Rajak, “Estimation of the wind 

energy potential for coastal locations in India using the Weibull model,” Renew. 

Energy, vol. 161, pp. 319–339, 2020. 

[12] Y. A. de Oliveira Chaves, M. Val Springer, R. A. M. Boloy, O. M. de Castro 

Ferreira Soares, and J. G. F. Madeira, “Performance Study of a Microturbine 

System for Cogeneration Application Using Biogas from Manipueira,” 

Bioenergy Res., vol. 13, no. 2, pp. 659–667, 2020. 

[13] P. E. Escamilla-García, R. H. Camarillo-López, R. Carrasco-Hernández, E. 

Fernández-Rodríguez, and J. M. Legal-Hernández, “Technical and economic 

analysis of energy generation from waste incineration in Mexico,” Energy 

Strateg. Rev., vol. 31, 2020. 

[14] L. Samylingam et al., “Thermal and energy performance improvement of 

hybrid PV/T system by using olein palm oil with MXene as a new class of heat 

transfer fluid,” Sol. Energy Mater. Sol. Cells, vol. 218, no. January, p. 110754, 

2020. 

[15] B. Koçak, A. I. Fernandez, and H. Paksoy, “Review on sensible thermal energy 

storage for industrial solar applications and sustainability aspects,” Sol. Energy, 

vol. 209, no. September, pp. 135–169, 2020. 

[16] Eurostat, “Estatísticas das Energias Renováveis,” 2020. [Online]. Available: 

https://ec.europa.eu/eurostat/statistics-

explained/index.php?title=Renewable_energy_statistics/pt. [Accessed: 17-

Sep-2020]. 

[17] Ministério de Minas e Energia, “Fontes renováveis sobem 0,6 ponto percentual 

na Matriz Energética,” 2020. [Online]. Available: 

http://www.mme.gov.br/todas-as-noticias/-

/asset_publisher/pdAS9IcdBICN/content/fontes-renovaveis-sobem-0-6-ponto-

percentual-na-matriz-energetica. [Accessed: 24-Sep-2020]. 

[18] A. Alper and O. Oguz, “The role of renewable energy consumption in economic 

growth: Evidence from asymmetric causality,” Renew. Sustain. Energy Rev., 

vol. 60, pp. 953–959, 2016. 

[19] Q. Wang and L. Zhan, “Assessing the sustainability of renewable energy: An 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 835

ISBN 978-9930-541-79-1



empirical analysis of selected 18 European countries,” Sci. Total Environ., vol. 

692, pp. 529–545, 2019. 

[20] E. Marques and V. Guimarães, “The Influence of Facility Location on the 

Sustainability of Smart Cities: Current Literature Analysis,” in In Efficient, 

Sustainable, and Fully Comprehensive Smart Cities: II Ibero-American 

Congress of Smart Cities (ICSC-CITIES 2019), L. Hernández Callejo and C. 

Liliana Zuñiga Cañón, Eds. Soria: Universidad Santiago de Cali, 2020, 2020, 

p. 889. 

[21] F. L. E. Viana, J. de P. Barros Neto, and M. E. M. Añez, “Gestão da cadeia de 

suprimento e vantagem competitiva relacional nas indústrias têxtil e de 

calçados,” Gestão & Produção, vol. 21, no. 4, pp. 836–852, 2014. 

[22] A. Kahan, “EIA projects nearly 50% increase in world energy usage by 2050, 

led by growth in Asia,” 2019. [Online]. Available: 

https://www.eia.gov/todayinenergy/detail.php?id=41433. [Accessed: 31-Aug-

2020]. 

[23] C. Gahm, F. Denz, M. Dirr, and A. Tuma, “Energy-efficient scheduling in 

manufacturing companies: A review and research framework,” Eur. J. Oper. 

Res., vol. 248, no. 3, pp. 744–757, 2016. 

[24] R. Z. Farahani, M. SteadieSeifi, and N. Asgari, “Multiple criteria facility 

location problems: A survey,” Appl. Math. Model., vol. 34, no. 7, pp. 1689–

1709, 2010. 

[25] A. B. Arabani and R. Z. Farahani, “Facility location dynamics: An overview of 

classifications and applications,” Comput. Ind. Eng., vol. 62, no. 1, pp. 408–

420, 2012. 

[26] S. Luthra, K. Govindan, D. Kannan, S. K. Mangla, and C. P. Garg, “An 

integrated framework for sustainable supplier selection and evaluation in 

supply chains,” J. Clean. Prod., vol. 140, pp. 1686–1698, 2017. 

[27] S. A. Yawar and S. Seuring, “Management of Social Issues in Supply Chains: 

A Literature Review Exploring Social Issues, Actions and Performance 

Outcomes,” J. Bus. Ethics, vol. 141, no. 3, pp. 621–643, 2017. 

[28] D. R. Krause, S. Vachon, and R. D. Klassen, “Special topic forum on 

sustainable supply chain management: introduction and reflections on the role 

of purchasing management,” J. Supply Chain Manag., vol. 45, no. 4, pp. 18–

25, 2009. 

[29] C. R. Carter and D. S. Rogers, “A framework of sustainable supply chain 

management: moving toward new theory,” Int. J. Phys. Distrib. Logist. 

Manag., 2008. 

[30] R. Drake, M. B. Yildirim, J. Twomey, L. Whitman, J. Ahmad, and P. Lodhia, 

“Data collection framework on energy consumption in manufacturing,” 2006 

IIE Annu. Conf. Exhib., 2006. 

[31] X. Chen, “The declining value of subscription-based abstracting and indexing 

services in the new knowledge dissemination era,” Ser. Rev., vol. 36, no. 2, pp. 

79–85, 2010. 

[32] F. You, L. Tao, D. J. Graziano, and S. W. Snyder, “Optimal design of 

sustainable cellulosic biofuel supply chains: multiobjective optimization 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 836

ISBN 978-9930-541-79-1



coupled with life cycle assessment and input–output analysis,” AIChE J., vol. 

58, no. 4, pp. 1157–1180, 2012. 

[33] D. Yue, F. You, and S. W. Snyder, “Biomass-to-bioenergy and biofuel supply 

chain optimization: Overview, key issues and challenges,” Comput. Chem. 

Eng., vol. 66, pp. 36–56, 2014. 

[34] S. Gold and S. Seuring, “Supply chain and logistics issues of bio-energy 

production,” J. Clean. Prod., vol. 19, no. 1, pp. 32–42, 2011. 

[35] D. Choudhary and R. Shankar, “An STEEP-fuzzy AHP-TOPSIS framework 

for evaluation and selection of thermal power plant location: A case study from 

India,” Energy, vol. 42, no. 1, pp. 510–521, 2012. 

[36] A. Goodrich et al., “A wafer-based monocrystalline silicon photovoltaics road 

map: Utilizing known technology improvement opportunities for further 

reductions in manufacturing costs,” Sol. Energy Mater. Sol. Cells, vol. 114, pp. 

110–135, 2013. 

[37] S. Ahmad and R. M. Tahar, “Selection of renewable energy sources for 

sustainable development of electricity generation system using analytic 

hierarchy process: A case of Malaysia,” Renew. Energy, vol. 63, pp. 458–466, 

2014. 

[38] K. McCormick and T. Kåberger, “Key barriers for bioenergy in Europe: 

Economic conditions, know-how and institutional capacity, and supply chain 

co-ordination,” Biomass and Bioenergy, vol. 31, no. 7, pp. 443–452, 2007. 

[39] J. A. Scott, W. Ho, and P. K. Dey, “A review of multi-criteria decision-making 

methods for bioenergy systems,” Energy, vol. 42, no. 1, pp. 146–156, 2012. 

[40] J. Zhang, A. Osmani, I. Awudu, and V. Gonela, “An integrated optimization 

model for switchgrass-based bioethanol supply chain,” Appl. Energy, vol. 102, 

pp. 1205–1217, 2013. 

[41] F. Cucchiella and I. D’Adamo, “Issue on supply chain of renewable energy,” 

Energy Convers. Manag., vol. 76, pp. 774–780, 2013. 

[42] G. Corsano, A. R. Vecchietti, and J. M. Montagna, “Optimal design for 

sustainable bioethanol supply chain considering detailed plant performance 

model,” Comput. Chem. Eng., vol. 35, no. 8, pp. 1384–1398, 2011. 

[43] F. Cucchiella, I. D’Adamo, and S. C. Lenny Koh, “Environmental and 

economic analysis of building integrated photovoltaic systems in Italian 

regions,” J. Clean. Prod., vol. 98, pp. 241–252, 2015. 

[44] J. R. Stokes and A. Horvath, “Sustainability of Natural Hazard Risk Mitigation: 

Life Cycle Analysis of Environmental Indicators for Bridge Infrastructure,” J. 

Infrastruct. Syst., vol. 17, no. December, pp. 395–408, 2013. 

[45] D. Chiaroni, V. Chiesa, L. Colasanti, F. Cucchiella, I. D’Adamo, and F. 

Frattini, “Evaluating solar energy profitability: A focus on the role of self-

consumption,” Energy Convers. Manag., vol. 88, pp. 317–331, 2014. 

[46] S. A. Rehman Khan, Y. Zhang, M. Anees, H. Golpîra, A. Lahmar, and D. 

Qianli, “Green supply chain management, economic growth and environment: 

A GMM based evidence,” J. Clean. Prod., vol. 185, pp. 588–599, 2018. 

Proceedings of the III Ibero-American Conference on Smart Cities (ICSC-2020) Page 837

ISBN 978-9930-541-79-1


	Portada CITIES
	IntroProceedings_con_ISBN
	ABOUT THE EVENT
	committee
	Program
	Monday, November 9th
	Monday, November 9th
	Tuesday, November 10th
	Tuesday, November 10th
	Wednesday, November 11th
	Wednesday, November 11th

	TAble of contents

	PaperS1_1_ID5
	Public transportation and accessibility to education centers in Maldonado, Uruguay

	PaperS1_2_ID8
	PaperS1_3_ID20
	PaperS1_4_ID53
	Prototype system for remotely monitoring and managing second-hand clothing collection containers

	PaperS1_5_ID59
	Smart Fisheries, a key player in ocean sustainability and fair fish trade.

	PaperS1_6_ID99
	PaperS1_7_ID40
	PaperS1_8_ID91
	PaperS2_1_ID16
	PaperS2_3_ID50
	PaperS2_4_ID71
	PaperS2_5_ID2
	PaperS2_6_ID49
	PaperS2_7_ID47
	PaperS2_8_ID48
	PaperS3_1_ID74
	PaperS3_2_ID63
	PaperS3_3_ID4
	PaperS3_4_ID10
	1 Introduction
	2 Materials and methodology
	2.1 Materials
	2.2 Methodology

	3 Results
	3.1 Justification of the correct initial power rating
	3.2 Classification of variables
	3.3 Convergence and results of the models

	4 Conclusions and future work
	Acknowledgments
	References

	PaperS3_5_ID14
	PaperS3_6_ID78
	PaperS3_7_ID85
	The effect of clearance height, albedo, tilt and azimuth angle in bifacial PV energy estimation using different existing algorithms

	PaperS3_8_ID86
	Experimental comparison of visual inspection and infrared thermography for the detection of soling and partial shading in photovoltaic arrays

	PaperS4_1_ID46
	PaperS4_2_ID17
	PaperS4_3_ID75
	PaperS4_4_ID80
	PaperS4_5_ID63
	PaperS4_6_ID66
	Exact and metaheuristic approach for bus timetable synchronization to maximize transfers

	PaperS4_7_ID67
	PaperS4_8_ID41
	PaperS4_9_ID29
	PaperS5_1_ID32
	PaperS5_2_ID51
	PaperS5_3_ID56
	1 Introduction
	2 GIS of bus shelters in the city of Ávila
	2.1 Energy demand in shelters

	3 Analysis of PV solar potential in bus shelters
	3.1 Shadow analysis
	3.2 Optimal PV panels design
	PV panels with south orientation and optimal inclination
	Horizontal PV panels
	Flexible PV panels integrated on the shelter


	4 Discussion
	5 Conclusions
	References

	PaperS5_4_ID81
	PaperS5_5_ID98
	Conditional Generative Adversarial Networks to Model Urban Outdoor Air Pollution

	PaperS5_6_ID27
	PaperS5_7_ID44
	PaperS5_8_ID84
	PaperS6_1_ID9
	PaperS6_2_ID23
	PaperS6_3_ID24
	PaperS6_4_ID6
	PaperS6_5_ID45
	PaperS6_6_ID58
	PaperS6_7_ID61
	PaperS6_8_ID65
	1 Introduction
	2 Materials and methods
	2.1 Case of study
	2.2 Design of experiments

	3 Results
	The contour plot, Fig. 5., details the demand savings regions. The blue area represents the lowest demand section required. It is contained between the following points ,,𝑥-1.,,𝑥-2..: (−0.5,1.2); (0,𝛼); (1,1); (𝛼,0); (1.3,−0.2); (0.7,0); (0.5,0.5)...

	4 Conclusions
	5 Acknowledgments
	References

	PaperS7_1_ID62
	PaperS7_2_ID70
	PaperS7_3_ID79
	PaperS7_4_ID19
	PaperS7_5_ID31
	PaperS7_6_ID25
	PaperS7_7_ID55
	PaperS7_8_ID69
	PaperS7_9_ID77

